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The review of recent results in the s = 1/2 quantum spin chains with 1/ sinh2 (κr) exchange
is presented. Related problems in the theory of classical and quantum CalogeroÄSutherlandÄMoser
systems with inverse square hyperbolic and elliptic potentials are discussed. The attention is paid to
ˇnding the explicit form of corresponding Bethe-Ansatz equations and to connection with generalized
Hubbard chains in one dimension.

„ ´ µ¡§µ· ´¥¤ ¢´¨Ì ·¥§Ê²ÓÉ Éµ¢ ¢ É¥µ·¨¨ ±¢ ´Éµ¢ÒÌ ¸¶¨´µ¢ÒÌ Í¥¶µÎ¥± ¸ µ¡³¥´´Ò³ ¢§ ¨-
³µ¤¥°¸É¢¨¥³ ¢¨¤  1/ sinh2 (κr). �¡¸Ê¦¤ ÕÉ¸Ö É ±¦¥ ¸µµÉ¢¥É¸É¢ÊÕÐ¨¥ ¶·µ¡²¥³Ò ¢ É¥µ·¨¨ ±² ¸-
¸¨Î¥¸±¨Ì ¨ ±¢ ´Éµ¢ÒÌ ¸¨¸É¥³ Š ²µ¤¦¥·µÄ‘ §¥·²¥´¤ ÄŒµ§¥·  ¸ £¨¶¥·¡µ²¨Î¥¸±¨³¨ ¨ Ô²²¨¶É¨-
Î¥¸±¨³¨ ¶µÉ¥´Í¨ ² ³¨ ¢§ ¨³µ¤¥°¸É¢¨Ö. �¸µ¡µ¥ ¢´¨³ ´¨¥ Ê¤¥²¥´µ ´ Ìµ¦¤¥´¨Õ Ö¢´µ£µ ¢¨¤ 
¸µµÉ¢¥É¸É¢ÊÕÐ¨Ì Ê· ¢´¥´¨° É¨¶   ´§ Í  ^¥É¥ ¨ ¸¢Ö§¨ ¸ µ¡µ¡Ð¥´´Ò³¨ µ¤´µ³¥·´Ò³¨ Í¥¶µÎ± ³¨
• ¡¡ ·¤ .

INTRODUCTION

The idea of spin exchange interaction of electrons as natural explanation
of ferromagnetism was ˇrst proposed by Heisenberg [1] and soon realized in
mathematical form by Dirac [2]. But the ˇrst appearance of the famous Heisen-
berg Hamiltonian in solid-state physics occurred three years later in the book by
van Vleck [3]. Now it is of common use and was investigated from many points
of view by various methods of condensed-matter theory. In two and higher di-
mensions, the problem of ˇnding the eigenvalues and eigenvectors can be solved
only by approximate or numerical methods. In one dimension the exact solution
was obtained in the seminal paper by Bethe [4] who considered most important
case of the nearest-neighbor exchange described by the Hamiltonian

H =
∑

1≤j �=k≤N

h(j − k)(σjσk − 1), (1)

∗Permanent address.
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where {σj} are the usual Pauli matrices acting on the s = 1/2 spin located at the
site j and exchange constants {h} are of extreme short-range form,

h(j) = J(δ|j|,1 + δ|j|,N−1). (2)

It turned out that the solution comes in the form of linear combinations of plane
waves chosen as to satisfy certain conditions required by (1), (2).

Starting with this solution known as Bethe Ansatz, the investigation of one-
dimensional exactly solvable models of interacting objects (spins, classical and
quantum particles) has given a number of results both of physical and mathe-
matical signiˇcance [5]. Bethe found his solution empirically; at that time the
possibility of solving the quantum-mechanical problems was not associated with
the existence of underlying symmetry. The role of such symmetries has been
recognized much later, with one of the highlights being the YangÄBaxter equa-
tion which allows one to ˇnd some regular way to ˇnding new examples of
exactly solvable models [6, 7]. In many cases, however, the empirical ways are
more productive since they use some physical information on their background
and are not so complicated from mathematical viewpoint.

This concerns especially to the CalogeroÄSutherlandÄMoser (CSM) models
which were discovered about thirty years ago. They describe the motion of an
arbitrary number of classical and quantum nonrelativistic particles interacting via
two-body singular potentials with the Hamiltonian

HCSM =
M∑
j=1

p2j
2
+ l(l + 1)

M∑
j<k

V (xj − xk), (3)

where {p, q} are canonically conjugated momenta and positions of particles, l ∈ R
and the two-body potentials are of the form:

V (x) =
1
x2
,

κ2

sin2 (κx)
, (4)

V (x) =
κ2

sinh2 (κx)
, (5)

V (x) = ℘(x), (6)

where κ ∈ R+, and ℘(x) is the double periodic Weierstrass ℘ function determined
by its two periods ω1 ∈ R+, ω2 = iπ/κ as

℘(x) =
1
x2
+

∑
m,n∈Z,m2+n2 �=0

[
1

(x−mω1 − nω2)2
− 1
(mω1 + nω2)2

]
. (7)
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The solvability of the eigenproblem for ˇrst two potentials (4) has been found
independently by Calogero [8] and Sutherland [9] in quantum case while (5) and
(6) have been found much later [10, 11] for classical particles by constructing extra
integrals of motion (conserved quantities) via the method of Lax pair. Namely, it
turned out that the dynamical equations of motion are equivalent to the (M ×M)
matrix relation

dL

dt
= [L,M ], (8)

where

Ljk = pjδjk + (1− δjk)f(xj − xk),
(9)

Mjk = (1− δjk)g(xj − xk)− δjk
M∑

m �=j

V (xj − xm),

if the functions f , g, V obey the CalogeroÄMoser functional equation

f(x)g(y)− f(y)g(x) = f(x+ y)[V (y)− V (x)] (10)

which implies g(x) = f ′(x), V (x) = −f(x)f(−x). The most general form of
the solution to (10) has been found by Krichever [12] in terms of the Weierstrass
sigma functions which give rise to the potential (6). Note that (4) might be
considered as limits of (5), (6) as κ → 0, and (6) can be regarded as double
periodic form of (5) ((5) under periodic boundary conditions). The existence of
M functionally independent integrals of motion in involution follows from the
evident relations d(trLn)/dt = 0, 1 ≤ n ≤M . The fact that all these conserved
quantities are in involution also follows from functional equation (10) but needs
some cumbersome calculations which can be extended also to the quantum case
where the time derivative should be replaced to quantum commutator with Hamil-
tonian [13]. In the review paper [13], one can ˇnd a lot of interesting facts about
the quantum models (3)Ä(6) established till 1983.

The Bethe-Ansatz technique and the theory of CSM models developed inde-
pendently till 1988 when Haldane [14] and Shastry [15] proposed a new spin 1/2
model with long-range exchange resembling (4),

h(j) = J
( π
N

)2

sin−2

(
πj

N

)
, (11)

which has very simple ground-state function of Jastrow type in the antiferromag-
netic regime J > 0 and many degeneracies in the full spectrum. The complete in-
tegrabilty of the model and the reason of these degeneracies Å the sl(2) Yangian
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symmetry Å have been understood later, for a comprehensive review see [16] and
references therein. The HaldaneÄShastry model has many nice features, including
the interpretation of the excited states as ideal ®spinon¯ gas, exact calculation
of the partition function in the thermodynamic limit and the possibility of exact
calculation of various correlations in the antiferromagnetic ground state [16].

The connection with the Bethe case of the nearest-neighbor exchange also
came soon: in 1989, I have found that the Bethe and HaldaneÄShastry forms of
exchange are in fact the limits of more general model in which h(j) is given by
the elliptic Weierstrass function in complete analogy with (6),

h(j) = J℘N (j), (12)

where the notation ℘N means that the real period of the Weierstrass function
equals N . The absolute value of the second period π/κ is a free parameter of the
model [17]. The HaldaneÄShastry spin chain arises as a limit of κ → 0. When
considering the case of an inˇnite lattice (N → ∞), one recovers the hyperbolic
form of exchange (5) which degenerates into the nearest-neighbor exchange if
κ→ ∞ under proper normalization of the coupling constant J : J → sinh2 (κ)J .
Hence (6) might be regarded as (5) under periodic boundary conditions (ˇnite
lattice). Various properties of hyperbolic and elliptic spin chains form the main
subject of the present review.

The analogy between quantum spin chains and CSM models is much deeper
than simple similarity of spin exchange constants and two-body CSM potentials.
It concerns mainly in similarities in the form of wave functions of discrete and
continuous cases. Namely, already in [17] it has been mentioned that the solution
of two-magnon problem for the exchange (12) and its degenerated hyperbolic
form can be obtained via two-body CSM systems with potentials (5), (6) at l = 1;
it has also been found soon to be true for three- and four-magnon wave func-
tions for hyperbolic exchange [18]. Why does this similarity hold? Till now
this is poorely understood, but it is working even for elliptic case as it will be
shown in Secs. 2, 3. Another question concerns integrability of the spin chains
with hyperbolic and elliptic exchange, i. e., the existence of a family of operators
commuting with the Hamiltonian. In the case of the nearest-neighbor exchange,
such a family can be easily found within the framework of the quantum inverse
scattering method [6]. However, it is not clear up to now how this method should
be used in the hyperbolic and (more general) elliptic cases. Instead, in Sec. 1
the Lax pair and empirical way of constructing conserved quantities is exposed.
Section 4 contains various results for hyperbolic models on inhomogeneous lat-
tices deˇned as equlibrium positions of the classical CSM hyperbolic systems in
various external ˇelds. Recent results concerning the integrability of the related
Hubbard chains with variable range hopping are presented in Sec. 5. The list of
still unsolved problems is given in the last Sec. 6 which contains also a short
summary and discussion.
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1. LAX PAIR AND INTEGRABILITY

I shall consider in this Section a bit more general models with the Hamiltonian

HN =
1
2

∑
1≤j �=k≤N

hjkPjk, (13)

where {Pjk} are operators of an arbitrary representation of the permutation group
SN . The spin chains discussed above fall into this class of models, as it follows
from the spin representation of the permutation group:

Pjk =
1
2
(1 + σjσk).

The exchange constants hjk in (13) are supposed to be translation invariant. The
notation ψjk = ψ(j − k) will be assumed for any function of the difference of
numbers j and k in this Section. The problem is: how to select the function h
so as to get a model with integrals of motion commuting with the Hamiltonian
(13)? The answer has been done in [17]: one can try to construct for the model
the quantum Lax pair analogous to (9), (10) with N ×N matrices:

Ljk = (1 − δjk)fjkPjk, Mjk = (1− δjk)gjkPjk − δjk
N∑
s�=j

hjsPjs.

The quantum Lax relation [H, L] = [L,M ] is equivalent to functional CalogeroÄ
Moser equation for f , g, h

fpqgqr − gpqfqr = fpr(hqr − hpq) (14)

supplemented by the periodicity condition

h′pq = h
′
p,q+N , (15)

where h′(x) is an odd function of its argument; h′pq = fqpgpq − fpqgqp. The
most general solution to (14) has been given in [12] as the combination of the
Weierstrass sigma functions. There is the normalization of f and h which allows
one to write the relations

h(x) = f(x)f(−x), g(x) =
df(x)
dx

, h′(x) =
dh(x)
dx

.

The solution given in [12] looks as

f(x) =
σ(x+ α)
σ(x)σ(α)

exp (−xζ(α)), h(x) = ℘(α)− ℘(x), (16)
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where

ζ′(x) = −℘(x), d(log σ(x))
dx

= ζ(x),

and α is the spectral parameter which does not introduce anything new in exchange
dynamics. The periodicity condition (15) means that all Weierstrass functions in
(16) are deˇned on the torus TN = C/NZ + i(π/κ)Z, κ ∈ R+ is the free
parameter of the model. It is easy to see that the exchange (16) reduces in the
limit κ → 0 to the HaldaneÄShastry model and the limit of inˇnite lattice size
(N → ∞) corresponds to the hyperbolic variable range form of exchange. And
ˇnally, in the limit κ → ∞ just the nearest-neighbor exchange (2) is reproduced
as it was already mentioned in the preceding Section.

However, the problem is not classical one and the existence of the Lax
representation does not guarantee the existence of the integrals of motion as
invariants of the L matrix. In fact, just for the problem under consideration the
operators trLn do not commute with the Hamiltonian. Nevertheless, already in
[17] the way of constructing integrals of motion on the base of f function of Lax
pair was proposed. Namely, it was found that the operator

J(α) =
∑

j �=k �=l

fjkfklfljPjkPkl (17)

commutes with H! Moreover, the dependence of the right-hand side on the
spectral parameter implies that there are two functionally independent operators
bilinear in {P} commuting with H,

J1 =
∑

j �=k �=l

(ζ(j − k) + ζ(k − l) + ζ(l − j))PjkPkl,

J2 =
∑

j �=k �=l

[2(ζ(j − k) + ζ(k − l) + ζ(l − j))3 +

+ ℘′(j − k) + ℘′(k − l) + ℘′(l − j)]PjkPkl.

Very long but straightforward calculations show that J1,2 mutually commute.
It turns out [32] that the construction (17) can be generalized for more com-

plicated operators with higher degrees of {P}. The basic idea is to use the
operators of cyclic permutations Ps1···sl

≡ Ps1s2Ps2s3 · · ·Psl−1sl
and functions

Fs1···sl
= fs1s2fs2s3 · · · fsl−1sl

fsls1 which are invariant under the action of ele-
ments of a group of cyclic permutations of subindices (1, . . . , l). If one denotes
as Φ(s1, . . . , sl) the functions which are completely symmetric in their arguments,
and

∑
C∈Cl

Bs1···sl
as the sum over all cyclic permutations of the subindices of

Bs1···sl
, the following properties of the above objects are useful:
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(A) The functions h(x) and h′(x) obey the relation∑
C∈C3

h′s1s2(hs1s3 − hs2s3) = 0.

(B) The sum F (C)
s1···sl+1 =

∑
C∈Cl

Fs1···slsl+1 does not depend on sl+1.
(C) The sum

∑
s1 �=···sl+1

Φ(s1, . . . , sl+1)Fs1···sl
(hsl+1sl

− hsl+1s1)Ps1···sl+1

vanishes for any symmetric function Φ.
(D) The sum

Sl(Φ) =
∑

s1 �=···sl

Fs1···sl
Φ(s1, . . . , sl)(hslsl−1 − hsls1)Ps1···sl−1

has a representation in the form S(1)
l−1(Φ) + S

(2)
l−1(Φ), where

S
(1)
l−1(Φ) =

∑
s1 �=···sl−1

Fs1···sl−1 ×

×


 1
l − 1

N∑
p�=s1,...,sl−1

Φ(s1, . . . , sl−1, p)
l−1∑
ν=1

h′psν


Ps1···sl−1

and

S
(2)
l−1(Φ) =

∑
s1 �=···sl−1

Fs1···sl−2(hsl−1sl−2 − hsl−1s1)×

×


 ∑

p�=s1,...,sl−1

hsl−1pΦ(s1, . . . , sl−1, p)


Ps1···sl−1

if l > 3,

S
(2)
2 (Φ) = −1

2

∑
s1 �=s2

h′s1s2

N∑
p�=s1,s2

(hs1p − hs2p)Φ(s1, s2, p)Ps1s2 .

The main statement concerning the integrals of motion for the Hamiltonian (13)
can be proved without the use of the speciˇc form (16) of the solution to the
CalogeroÄMoser equation. It can be formulated as follows: Let Im (3 ≤ m ≤ N)
be the linear combinations of the operators of cyclic permutations in ordered
sequences of N symbols,

Im =
[m/2]−1∑

l=0

(−1)l
m− 2l

∑
s1 �=···sm−2l

Φ(l)(s1, . . . , sm−2l)Fs1···sm−2l
Ps1···sm−2l

. (18)
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Then they will give the integrals of motion as it follows from
Proposition 1.1. The operators Im commute with HN given by (13) if the

functions Φ(l) are determined by the recurrence relation

Φ(0) = 1, Φ(l)(s1, . . . , sm−2l) =

= l−1
∑

1≤j<k≤N ;j,k �=s1 ,...,sm−2l

hjkΦ(l−1)(s1, . . . , sm−2l, j, k) (19)

or, equivalently, are given by sums over 2l indices

Φ(l)(s1, . . . , sm−2l) =

= (l!)−1
∑

1≤jα<kα≤N ;{j,k}�=s1,...,sm−2l

λ{jk}

l∏
α=1

hjαkα , (20)

where λ{jk} equals 1 if the product
∏l

α�=β(jα − jβ)(kα − kβ)(jα − kβ) differs
from zero and vanishes otherwise.

The rigorous proof of the statements (A)Ä(D) can be found in [32]. Here I
give only sketch of the proof of Proposition 1.1. It is based on the calculation of
the commutator

Jn =
∑

s1 �=···sn

[Φ(s1, . . . , sn)Fs1···snPs1···sn ,HN ], (21)

where Φ is symmetric in its variables. With the use of invariance of Fs1···sn and
Ps1···sn under cyclic changes of summation variables it is easy to show that this
commutator can be written as

Jn = n


J (1)

n + J (2)
n +

[n/2]∑
ν=2

(
1−
(
n− 1
2

−
[n
2

])
δν,[n/2]

)
J (3)
n,ν


 ,

where

J (1)
n =

∑
s1 �=···sn+1

Φ(s1, . . . , sn)Fs1···sn(hsnsn+1 − hs1sn+1)Ps1···sn+1 ,

J (2)
n =

∑
s1 �=···sn

Φ(s1, . . . , sn)Fs1···sn(hsn−1sn − hs1sn)Ps1···sn−1 ,

J (3)
n,ν =

∑
s1 �=···sn

Φ(s1, . . . , sn)Fs1···sn(hsνsn − hs1sν+1)Ps1···sνPsν+1···sn .
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The third term can be transformed with the use of functional equation (14) and
cyclic symmetry of Ps1···sν and Psν+1···sn to the form

J (3)
n,ν =

∑
s1 �=···sn

Φ(s1, . . . , sn)
[
ν−1ϕsν+1···sn−1sn(F

(C)
s1···sνsν+1 − F

(C)
s1···sνsn) +

+ Fsν+1···sn(ϕsν+1s1···sν − ϕs1···sν+1)
]
Ps1···sνPsν+1···sn , (22)

where ϕs1s2···sl+1 = fs1s2fs2s3 · · · fslsl+1gsl+1s1 .
Now it is easy to see that the term in the ˇrst brackets in (22) disappears due

to statement (B) and the term in the second brackets vanishes due to the relation

Fs1···sl
(hs1sl+1 − hslsl+1) = ϕs1s2···sl+1 − ϕsl+1s1···sl

,

which allows one to transform this term to the expression which vanishes upon
symmetrization in all cyclic changes of s1, . . ., sν . Hence the operator (21) con-
tains only cyclic permutations of rank (n+1) and (n− 1). This fact leads to the
idea of recurrence construction of the operators (18) which would commute with
the Hamiltonian. It happens if the functions {Φ} obey the recurrence relation

∑
p�=s1,...,sm−2l−1

(hpsm−2l−1 − hps1)Φ(l)(s1, . . . , sm−2l−1, p) =

= Φ(l+1)(s1, s2, . . . , sm−2l−2)−Φ(l+1)(sm−2l−1, s2, . . . , sm−2l−2),Φ(0) = 1,

which can be solved in the form (19) or (20).
The dependence of (18)Ä(20) on the spectral parameter α via the relations

(16) allows one to conclude that there are several integrals of motion at each m.
Namely, the analysis of this dependence shows that the operators (18) can be
written in the form

Im = wm(α)Pm +
m−2∑
µ=1

wm−µ(α)Im,µ + Im,m,

where Pm commutes with all operators of elementary transpositions; Im,µ are
linear combinations of {Ps1···sm−2l

} which do not depend on α, and wm−µ(α)
are linearly independent elliptic functions of the spectral parameter. Nothing is
known for the mutual commutativity of these operators except the explicit result
for m = 3 mentioned above. Still there is no connection with YangÄBaxter
theory, i. e., the corresponding R-matrix and L-operators are unknown. There is
an excellent paper by K.Hasegawa [33] which states that R-matrix for spinless
elliptic quantum CalogeroÄMoser systems is Belavin's one, also of elliptic type.
However, it is not clear how to extend Hasegawa's method to the spin case so as
to reproduce the rich variety of the operators (18).
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2. THE INFINITE CHAIN

On the inˇnite line, the model is deˇned by the Hamiltonian

H = −J
2

∑
j �=k

κ2

sinh2 κ(j − k)
(σjσk − 1)/2, (23)

where j, k ∈ Z. At these conditions, only ferromagnetic case J > 0 is well
deˇned. The spectrum to be found consists of excitations over ferromagnetic
ground state |0〉 with all spins up which has zero energy. The energy of one spin
wave is just given by Fourier transform of the exchange in (23),

ε(p) = J
{
−1
2
℘1

(
ip

2κ

)
+

+
1
2

[
p

π
ζ1

(
iπ

2κ

)
− ζ1

(
ip

2κ

)]2
− 2iκ
π
ζ1

(
iπ

2κ

)}
, (24)

where Weierstrass functions ℘1, ζ1 are deˇned on the torus T1 = C/(Z +
(iπ/κ)Z), i. e., ℘1 has the periods (1, ω = iπ/κ).

2.1. Two-Magnon Scattering. The two-magnon problem for the model (23)
is already nontrivial. One has to solve the difference equation for two-magnon
wave function ψ(n1, n2) which is deˇned by the relation

|ψ〉 =
∑

n1 �=n2

ψ(n1, n2)s−n1
s−n2

|0〉,

where the operator {s−nα
} reverses spin at the site nα and |ψ〉 is an eigenvector

of the Hamiltonian (23). The solution is based on the formula [17]

∞∑
k=−∞

κ2 eikp

sinh2 [a(k + z)]
coth κ(k + l+ z) =

= −σ1(z + rp)
σ1(z − rp)

coth (κl) exp
[pz
π
ζ1(ω/2)

]
×

×
{
℘1(z)− ℘1(rp) + 2

[
ζ1(rp)−

2rp
ω
ζ
(ω
2

)
+

κ

sinh (2κl)
(1 − e−ipl)

]
×

× (ζ1(z + rp)− ζ1(z) + 2ζ1(rp)− ζ1(2rp))
}
, (25)

where rp = −ωp/4π and l ∈ Z.



342 INOZEMTSEV V. I.

The proof of (25) is based on the quasiperiodicity of the sum on its left-hand
side and the structure of its only singularity at the point z = 0 on a torus T1

obtained by factorization of a complex plane on the lattice of periods (1, ω). The
structure of (25) allows one to show that the two-magnon wave function is given
by the formula

ψ(n1, n2) =

=
ei(p1n1+p2n2) sinh [κ(n1−n2)+γ] + ei(p1n2+p2n1) sinh [κ(n1−n2)−γ]

sinh κ(n1 − n2)
, (26)

the corresponding energy is

ε(2)(p1, p2) = ε(p1) + ε(p2),

where ε(pi) are given by (24), and the phase γ is connected with pseudomomenta
p1,2 by the relation

coth γ =
1
2κ

[
ζ1

(
ip2
2κ

)
− ζ1

(
ip1
2κ

)
+
p1 − p2
π

ζ1

(
iπ

2κ

)]
. (27)

This gives, in the limit of κ → ∞ (ω → 0), just the expression for the Bethe
phase [4], and the additivity of magnon energies takes place. The equation (27)
can be rewritten in the form

coth γ =
f(p1)− f(p2)

2κ
,

where

f(p) =
p

π
ζ1

(
iπ

2κ

)
− ζ1

(
ip

2κ

)
. (28)

It admits also the representation

f(p) = iκ cot
p

2
− κ

∞∑
n=1

[
coth

(
ip

2
+ κn

)
+ coth

(
ip

2
− κn

)]
.

If p1,2 are real, the wave function (26) describes scattering of magnons. The
relatively simple form of (27) allows one to investigate the bound states of two
magnons in detail [34]. Namely, in these states the wave function must vanish as
|n1 − n2| → ∞. It means that p1 and p2 should be complex with P = p1 + p2
real. The simplest possibility is given by the choice

p1 =
P

2
+ iq, p2 =

P

2
− iq,
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where q is real, and one can always choose q > 0 for convenience. Then vanishing
of ψ(n1, n2) as |n1 − n2| → ∞ is equivalent to the condition

coth γ(p1, p2) =
f(p1)− f(p2)

2κ
= 1. (29)

The structure of the function (28) is crucial for the analysis. It is easy to see that
it is odd and double quasiperiodic,

f(p) = −f(−p), f(p+ 2π) = f(p), f(p+ 2iκ) = f(p) + 2κ. (30)

Note that one can always choose q ≤ κ due to (30). The equation (29) can be
rewritten in more detailed form

FP (q) = 1−
1
2κ

[
2iq
π
ζ1

(
iπ

2κ

)
−

− ζ1
(
iP

4a
− q

2κ

)
+ ζ1

(
iP

4a
+
q

2κ

)]
= 0. (31)

At ˇxed real P and q, the function (31) is real. Moreover, the relations (30)
imply the following properties of FP (q),

FP (0) = 1, FP (q) = −FP (2κ− q), FP (q) = −FP (−q) + 2.

One can immediately see that FP (κ) = 0 but this zero is unphysical: the wave
function in this point vanishes identically. The physical solution, if exists, must
lie in the interval 0 < q < κ. Such a nontrivial zero exists if the derivative of
FP (q) is positive at q = κ,

F ′
P (κ) = − i

πκ
ζ1

(
iπ

2κ

)
+

1
4κ2

[
℘1

(
iP

4κ
− 1
2

)
+ ℘1

(
iP

4κ
+
1
2

)]
> 0. (32)

This inequality indeed takes place for the values of P within the interval 0 <
P < Pcr, 0 < Pcr < π [34]. There should be at least one bound state speciˇed
by (31). At P > Pcr, the inequality (32) does not hold and there are no bound
states of this type (type I).

There is, however, another possibility for getting bound state. Since

f(p+ iκ) = κ+ iχ(p), f(p− iκ) = −κ+ iχ(p),

one gets only one real equation for real p̃1,2 if one puts p1 = p̃1+iκ, p2 = p̃2−iκ,

χ(p̃1)− χ(p̃2) = 0. (33)
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Noting that
χ(0) = χ(π) = 0,

χ′(0) =
a

2

∞∑
n=−∞

1
sinh2 a(n+ 1/2)

> 0,

χ′
(π
2

)
=
a

2

∞∑
n=−∞

1
sinh2(iπ/4 + a(n+ 1/2))

< 0,

it is easy to see that there should be some value p̃0 at which χ(p̃) has a maximum
in the interval [0, π] and the corresponding p̃′0 = 2π − p̃0 at which χ(p̃) has a
minimum on the interval [π, 2π]. As a matter of fact, p̃0 = Pcr/2. There are no
other extrema of χ(p̃) on the interval (0, π). The presence of a maximum means
that the equation

χ(p̃) = χ0

has two distinct real roots if 0 ≤ χ0 < χ(Pcr/2), Pcr/2 < p̃1 ≤ π and 0 ≤ p̃2 <
Pcr/2. These roots serve also as nontrivial solution to the equation (33) and thus
give the bound state of type II in which the wave function oscillates and decays
exponentially as |n1 −n2| → ∞. For Pcr < P ≤ π such a solution always exists.
Similar solutions corresponding to −χ(Pcr/2) < χ0 < 0 can be found with any
−π ≤ P < −Pcr.

The above treatment is universal with respect to parameter κ in the interval
0 < κ <∞. In the nearest-neighbor limit κ→ ∞, the type II states with complex
relative pseudomomentum and oscillating wave function disappear (Pcr → π), and
the result coincides with the known one for the Bethe solution.

2.2. Multimagnon Scattering. After solving two-magnon problem, it is
natural to try to ˇnd a way to describing scattering of M magnons with M ≥ 3,
i. e., ˇnd solution to the difference equation

M∑
β=1

∑
s∈Z[n]

V (nβ − s)ψ(n1, . . . , nβ−1, s, nβ+1, . . . , nM ) =

= −ψ(n1, . . . , nM )


 M∑
β �=γ

V (nβ − nγ) + J−1εM −Mε0


 , (34)

where n ∈ ZM , the notation Z[n] is used for the variety Z − (n1, . . . , nM ) and
ε0 =

∑
j �=0 V (j). The exchange interaction V (j) is of hyperbolic form (5).

The ˇrst attempt to solve (34) for M > 2 was made in [18] with the use of
trial solution of the Bethe form and taking into account by semi-empirical way
the corrections needed due to nonlocal form of exchange in (34). In this paper,
the explicit solutions have been found for M = 3, 4 but the regular procedure
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of getting solution for higher values of M was not established. The rigorous
treatment of the solutions to (34) has been found later [21]. It is based on
the analogy of the solution to (34) and corresponding solution to the quantum
CalogeroÄMoserM -particle system with the same two-body potential and speciˇc
value of the coupling constant in (3), determined by l = 1. This analogy is already
seen in the form of two-magnon wave function (26) and holds for M = 3, 4, too.
It was the motivation of the paper [21] to use this analogy in detail.

The solution to M -particle system with hyperbolic potential and coupling
constant with l = 1 is not simple, too. The ˇrst integral representation for it
has been obtained in [19] and more simple analytic form based on recurrence
operator relation was given in [20]. I will follow [20, 21] in description of the
M -magnon problem on an inˇnite lattice.

Let us start from continuum model (3) with the interaction (5) and l = 1.
The solution can be written in the form

χ(M)
p (x) = exp

(
i

M∑
µ=1

ipµxµ

)
ϕ(M)
p (x), (35)

where ϕ(M)
p (x) is periodic in each xj ,

ϕ(M)
p (x) = ϕ(M)

p (x1, . . . , xj + iπκ−1, . . . , xM ).

In [20], the explicit construction of the differential operator which intertwines (3)
at (5) and l = 1 with the usual M -dimensional Laplacian has been proposed, and
the functions of the type (35) have been represented in the form

χ(M)
p (x) = DM exp

(
i

M∑
µ=1

pµxµ

)
, DM = Q1···M−1

M DM−1, (36)

where

Qi1···im
n = Qi1···im−1

n

[
∂

∂xim
− ∂

∂xn
− 2κ cothκ(xim − xn)

]
+

+
m−1∑
s=1

2κ2 sinh−2 [κ(xis − xim )]Qi1···is−1is+1···il−1
n , Qn = 1. (37)

This double recurrence scheme is very cumbersome because of presence of mul-

tiple differentiations but it allows one to reduce the construction of χ(M)
p (x) to

a much simple problem of solving the set of linear equations. Indeed, it follows
from (36) and (37) that the function ϕMp (x) from (35) can be represented in the
form

ϕ(M)
p (x) = R({cothκ(xj − xk)}), (38)
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where R is a polynomial in the variables {cothκ(xj −xl)}. As can be seen from
the structure of singularities in (3), the function ϕMp (x) has a simple pole of the
type [sinhκ(xj − xk)]−1 at each hyperplane xj − xk = 0. As a consequence of
(38), all the limits of ϕ(M)

p (x) as xj → ±∞, must be ˇnite. Combining these
properties with the periodicity of ϕ, one arrives at the following formula for the
eigenfunctions of the CalogeroÄMoser operator:

χ(M)
p (x) = exp

{
M∑
µ=1

[ipµ − κ(M − 1)]xµ

}
×

×
M∏
µ>ν

sinh−1 κ(xµ − xν)S(M)
p (y), (39)

where S(M)
p (y) is a polynomial in yµ = exp (2κxµ) in which the maximal power

of each variable cannot exceed M − 1. Hence this polynomial can be represented
in the form

S(M)
p (y) =

∑
m∈DM

dm1···mM (p)
M∏
µ=1

ymµ , (40)

where DM is the hypercube in ZM ,

m ∈ DM ↔ 0 ≤ mβ ≤M − 1,

and dm(p) is the set of MM coefˇcients; it will be shown, however, that most
of them vanish. The eigenvalue condition for the function (39) can be written in
the form

M∑
β=1

[
2yβ

∂

∂yβ

(
yβ

∂

∂yβ
+ iκ−1pβ −M + 1

)
−

− iκ−1pβ(M − 1) + (M − 1)(2M − 1)/3
]
S(M)
p −

−
M∑
β �=ρ

yβ + yρ
yβ − yρ

[
yβ

∂

∂yβ
− yρ

∂

∂yρ
+
i

2κ
(pβ − pρ)

]
S(M)
p = 0. (41)

It can be satisˇed if for each pair (β, ρ) the polynomial[
yβ

∂

∂yβ
− yρ

∂

∂yρ
+
i

2κ
(pβ − pρ)

]
S(M)
p
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is divisible by (yβ−yρ). With the use of (40) this condition gives (M−1)(2M−
1)MM/2 linear equations for the coefˇcients dm(p),

∑
n∈Z

dm1···mβ+n···mρ−n···mM (p)
[
mβ −mρ + 2n+

i

2κ
(pβ − pρ)

]
= 0. (42)

The sum over n is ˇnite due to restrictions to the indices of dm(p). Substituting
(40) gives also the set of equations

∑
m∈DM

(
M∏
µ=1

ymµ
µ

)
dm(p)×

×




M∑
β=1

[
2m2

β +
2i
κ
pβmβ −

(
2mβ +

i

κ
pβ − 2M − 1

3

)
(M − 1)

]
−

−
M∑
β �=ρ

yβ + yρ
yβ − yρ

[
mβ −mρ +

i

2κ
(pβ − pρ)

]
 = 0. (43)

After performing explicit division by (yβ − yρ) in (43), one gets ˇnally the
second system of MM equations. The structure of the set dm(p) is speciˇed by
the following propositions (for a sketch of proofs, see [21]).

Proposition 2.1. S
(M)
p (y) is a homogeneous polynomial of the degree

M(M − 1)/2.
Proposition 2.2. The set of dm(p) can be chosen as depending on p and κ

only through combinations κ−1(pµ − pν).
Proposition 2.3. Let {P} be the following set of numbers {mµ}: mµ =

Pµ − 1, where P is an arbitrary permutation of the permutation group πM and
1 ≤ µ ≤ M . The nonvanishing dm(p) with coinciding values of {mµ} are
expressed through d{P}(p). The latter are determined by the system (42) up to
some normalization constant d0,

d{P}(p) = d0
M∏
µ<ν

[
1 +

i

2κ
(pP−1µ − pP−1ν)

]
. (44)

Proposition 2.4. Let (−1)P be the parity of the permutation P . If xP (µ+1)−
xPµ → +∞, 1 ≤ µ ≤M − 1, then

limχ(M)
p (x) exp


−i

∑
β=1

pβxβ


 = (−1)P 2M(M−1)/2d{P−1}(p). (45)
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According to Proposition 2.3, the solutions to (42) must obey (43), and (43)
has to be considered as a consequence of (42). Direct algebraic proof of this fact
is still absent.

The problem is now to solve the equations (42). It can be done explicitly for
M = 3, 4 as follows: let [µ1 · · ·µM ] be the permutation (1→ µ1, . . . ,M → µM )
and rµν = i(2κ)−1(pµ−pν). Then, atM = 3 there are 6 coefˇcients of the d{P}
type which are calculated by the formula (44),

d012(p) = d0(1+ r12)(1+ r13)(1+ r23), d102(p) = d0(1+ r21)(1+ r23)(1+ r13),

d210(p) = d0(1+ r32)(1+ r31)(1+ r21), d021(p) = d0(1+ r13)(1+ r12)(1+ r32),

d120(p) = d0(1+ r31)(1+ r32)(1+ r12), d201(p) = d0(1+ r23)(1+ r21)(1+ r31).

The only nonvanishing coefˇcient of another type is determined from (42):

d111(p) = d0(6− r212 − r213 − r223).

At M = 4, there are 24 coefˇcients of d{P} type, and other nonvanishing terms
with coinciding values of indices can be arranged in three sets. The ˇrst two are
given by elements with three coinciding indices and can be found from (42) by
using known expressions for d{P} type,

d1113(p) = d0(1 + r14)(1 + r24)(1 + r34)(6 − r212 − r213 − r223),

d2220(p) = d0(1 + r41)(1 + r42)(1 + r43)(6 − r212 − r213 − r223)
and other elements of these sets d1131(p), d1311(p), d3111(p) and d2202(p), d2022(p),
d0222(p) can be obtained by the permutations [1243], [1342], [2341] of indices in
these expressions. The remaining set consists of the coefˇcients with two pairs
of coinciding indices,

d1122(p), d2211(p), d2112(p), d1221(p), d1212(p), d2121(p).

They may be determined by (42) with the use of known coefˇcients belonging to
the ˇrst set,

d1113(p)(−2 + r34) + d1122(p)r34 + d1131(p)(2 + r34) = 0,

and others come from the analogous equations arising after the permutations
[3412], [3214], [4123], [1324], [4123] of the indices.

These examples show that the solutions to (42) are crucial for determining

the whole function χ(M)
p (x). The question is now to see how these ˇndings can

be used for spin problem, i. e., the solution to the difference equation (34). The
motivation is the striking similarity of the wave functions for M = 2. Guiding by
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it, I proposed the multimagnon wave functions similar to the functions like (35)
with the structure (39), which are properly symmetrized combinations of them,

ψ(n1, . . . , nM ) =
∏
µ�=ν

[sinhκ(nµ − nν)]−1
∑

P∈πM

(−1)P exp
(
i

M∑
λ=1

pPλnλ

)
×

×
∑

m∈DM

d̃m1···mn(p) exp

[
κ

M∑
λ=1

(2mPλ −M + 1)nλ

]
, (46)

where {d̃} is the set of unknown coefˇcients which might be determined from
the M -magnon eigenequation if this Ansatz is correct. To verify the hypothesis
(46), one has to calculate the left-hand side of Eq. (34) with wave function of the
form (46),

L({n}) = κ2
M∑
β=1

∑
s∈Z[n]

[sinhκ(nβ−s)]−2ψ(n1, . . . , nβ−1, s, nβ+1, . . . , nM ) =

=
M∑
β=1

∑
P∈πM

(−1)P

 M∏
µ>ν;µ,ν �=β

sinhκ(nµ − nν)



−1

×

× (−1)(β−1)
∑

m∈DM

d̃m1···mn(p)×

× exp



∑
γ �=β

[ipPγ + κ(2mPγ −M + 1)]nγ


W (pPβ ,mPβ , {n}), (47)

where

W (p,m, {n}) =
∑

s∈Z[n]

κ2

sinh2 κ(s− nβ)

M∏
λ�=β

sinh−1 κ(nλ − s)×

× exp {[ip+ κ(2m−M + 1)]s}. (48)

The sum (48) converges for all m ∈ DM if p ∈ C is restricted to |�mp| < 2κ.
The explicit calculation of the sum (48) is based on the calculation of the function
of a complex parameter x ∈ C,

Wq(x) =
∑
s∈Z

κ2 exp (qs)
sinh2 κ(s− nβ + x)

M∏
λ�=β

[sinhκ(nλ − s− x)]−1,

q = ip+ κ(2m−M + 1).
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As follows from deˇnition, this function is double quasiperiodic,

Wq(x+ iπκ−1) = exp [iπ(M − 1)]Wq(x), Wq(x+ 1) = exp (−q)Wq(x).

Hence it can be treated on the torus T1 = Z/Z+iπκ−1Z, and its only singularity
on this torus is the double pole at x = 0 which arises from the terms with
s = n1, . . . , nM . The ˇrst three terms of its Laurent decomposition can be found
directly from deˇnition,

Wq(x) = b0x−2 + b1x−1 + b2 +O(x),

b0 = exp (qnβ)
M∏
λ�=β

[sinhκ(nλ − nβ)]−1,

b1 = κ


b0

M∑
γ �=β

cothκ(nγ − nβ)−
∑
ρ�=β

exp (qnρ)×

×


sinhκ(nβ − nρ)

M∏
λ�=ρ

sinhκ(nλ − nρ)



−1

 ,

b2 = κ2


b0


−1

3
+
M − 1
2

+
1
2

∑
γ �=δ �=β

coth (nγ − nβ) coth (nδ − nβ)+

+
∑
γ �=β

sinh−2(nγ − nβ)


−

∑
ρ�=β

exp (qnρ)
sinhκ(nβ − nρ)

∏
λ�=ρ

[sinhκ(nλ − nρ)]−1 ×

×


cothκ(nβ − nρ) +

M∑
γ �=ρ

cothκ(nγ − nρ)




+W (p,m, {n}).

The next step consists in constructing the function Uq(x) with the same quasiperi-
odicity and singularity at x = 0 by using the Weierstrass functions ℘1(x), ζ1(x)
and σ1(x) deˇned on the torus T1,

Uq(x) = −Aσ1(x+ r)
σ1(x− r)

exp (δx) ×

× {℘1(x) − ℘1(r) + ∆[ζ1(x + r)− ζ(x) − ζ(2r) + ζ(r)]},
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where A, r, δ, and ∆ are some constants and the term in braces is chosen as
double periodic and having a zero at x = r. Hence the only singularity of Uq(x)
on T1 is double pole at x = 0 for all values of r and ∆.

Using the quasiperiodicity of the Weierstrass sigma function one gets

σ1(x+ r + 1)
σ1(x− r + 1)

= exp (2η1r)
σ1(x+ r)
σ1(x− r)

,

σ1(x + r + iπκ−1)
σ1(x − r + iπκ−1)

= exp (2η2r)
σ1(x+ r)
σ1(x− r)

,

where η1 = 2ζ1(1/2) and η2 = 2ζ1(iπ/2κ). Comparing these expressions with
quasiperiodicity of Wq(x), one ˇnds two equations for r and δ,

2η1r + δ = −q, 2η2r + iπκ−1δ = iπ(M − 1).

Their solution can be easily found with the use of the expression for q and
Legendre relation iπκ−1η1 − η2 = 2πi,

r = −
(
m

2
+
ip

4κ

)
, δ = κ

[
M − 1 + 4i

π
rζ1

(
iπ

2κ

)]
.

The Laurent decomposition of Uq(x) at x = 0 is obtained with the use of standard
expansions of the Weierstrass functions,

Uq(x) = A
[
x−2 + (2ζ1(r) + δ−∆)x−1 +

1
2
(2ζ1(r) + δ − 2∆)(2ζ1(r) + δ) +

+∆(2ζ1(r)− ζ1(2r)) − ℘1(r)
]
+O(x).

The function Wq(x) − Uq(x) is analytic on T1 if A and ∆ obey the conditions

A = b0, A(2ζ1(r) + δ −∆) = b1.

The only analytic function which is double quasiperiodic on the torus T1 is zero
due to the Liouville theorem. Comparison of the third terms in the decompositions
ofWq(x) and Uq(x) gives the explicit expression of b2 in terms of b0, r, δ, and ∆,

b2 = b0[1/2(2ζ1(r) + δ − 2∆)(2ζr + δ) + ∆(2ζ1(r) − ζ1(2r)) − ℘1(r)].
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It allows one to ˇnd the explicit expression for the sum (48) in terms of p,m, {n},

W (p,m, {n}) = κ2


− exp (qnβ)

M∏
λ�=β

[sinhκ(nλ − nβ)]−1 ×

×


(M − 1)

2
+
1
2

M∑
γ �=µ�=β

cothκ(nγ − nβ) cothκ(nµ − nβ) +

+
∑
γ �=β

[sinhκ(nγ − nβ)]−2 − κ−1f̃(r)
M∑
γ �=β

cothκ(nγ − nβ) + κ−2ε̃(r)


 +

+
M∑
ρ�=β

exp (qnρ)
sinhκ(nβ − nρ)

∏
γ �=ρ

[sinhκ(nγ − nρ)]−1 ×

×


cothκ(nβ − nρ) +

∑
γ �=ρ

cothκ(nγ − nρ)− κ−1f̃(r)




 , (49)

where

f̃(r) = ζ1(2r) + δ, ε̃(r) = −κ
2

3
− 1
2
℘1(2r) +

1
2
f̃(r)2.

It is worth noting that f̃ and ε̃ are some polynomials in m. Indeed, it follows
from the deˇnition of r and δ that

r = rp −
m

2
, δ = κ

[
M − 1− 2i

π
mζ

(
iπ

2κ

)]
+ δp,

where

rp = − ip
4κ
, δp =

p

π
ζ

(
iπ

2κ

)
.

By using quasiperiodicity of ζ1(x)

ζ1(x+ l) = ζ1(x) + 2lζ(1/2),

one can represent the above functions as

f̃(r) = f(p)− κ(2m+ 1−M),

where

f(p) = ζ1(2rp) + δp =
p

π
ζ1

(
iπ

2κ

)
− ζ1

(
ip

2κ

)
. (50)
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Note that this function just coincides with the function (28) used for analysis of
two-magnon scattering. The corresponding formula for ε̃ reads

ε̃(r) = ε(p)− κ(2m+ 1−M)f(p) + κ
2

2
(2m+ 1−M)2, (51)

where

ε(p) = −κ
2

3
− 1
2
℘1(2rp) +

1
2
f2(p).

Now, according to (49)Ä(51) the left-hand side (47) of the eigenequation can be
represented as follows,

L({n}) = L1({n}) + L2({n}) + L3({n}),

where

L1({n}) = ψ(n1, . . . , nM )


 M∑

β

ε(pβ)−
M∑
β �=γ

κ2

sinh2 κ(nβ − nγ)


 ,

L2({n}) = −κ2
M∏
µ>ν

[sinhκ(nµ − nν)]−1
∑

P∈πM

(−1)P
∑

m∈DM

d̃m1···mM (p)×

×
M∑
β �=ρ

exp


 M∑
γ �=β,ρ

[ipPγ + κ(2mPγ −M + 1)]nγ


×

× exp {[i(pPβ + pPρ) + 2κ(mPβ +mPρ −M + 1)]nρ}[ sinhκ(nβ − nρ)]−1 ×

×


cothκ(nβ − nρ) +

M∑
γ �=ρ

cothκ(nγ − nρ)− κ−1f(pPβ) + 2mPβ −M + 1


×

×
M∏

γ �=β,ρ

sinhκ(nγ − nβ)
sinhκ(nγ − nρ)

, (52)

L3({n}) = −κ2
M∏
µ�=ν

[sinhκ(nµ − nν)]−1
∑

P∈πM

(−1)P
∑

m∈DM

d̃m1···mM (p)×

× exp
{

M∑
γ=1

[ipPγ + κ(2mPγ −M + 1)]nγ

}
×
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×




M∑
β=1

[
M − 1
2

− κ−1(2mPβ −M + 1)f(pPβ) +
(M − 1− 2mPβ)2

2

]
−

−
∑
β �=γ

[κ−1f(pPβ) +M − 1− 2mPβ] cothκ(nγ − nβ) +

+
∑

β �=γ �=ν

cothκ(nγ − nβ) cothκ(nν − nβ)


 . (53)

Now one can see that L1({n}) exactly coincides with the right-hand side of the
equation (34) if the M -magnon energy is chosen as

εM = J
M∑
β=1

[ε(pβ)− ε0] = J
M∑
β=1

[
−1
2
℘1

(
ipβ
2κ

)
+
1
2
f2(p)− 2iκ

π
ζ1

(
iπ

2a

)]
.

The problem consists in ˇnding the conditions under which L2,3({n}) vanish.
Consider at ˇrst the equation (52) and denote as Q the transposition β ↔ ρ which
does not change all other indices from 1 to M . The sum over permutations in
(52) can be written in the form

L2({n}) = −κ2
M∏
µ>ν

[sinhκ(nµ − nν)]−1
∑

m∈DM

d̃m1···mM (p)×

×
∑

P∈πM

(−1)P
M∑
β �=ρ

[F (P )− F (PQ)],

where

F (P ) = exp


 M∑
γ �=β,ρ

(ipPγ + κ(2mPγ −M + 1))nγ


×

× exp {[i(pPβ + pPρ + 2κ(mPβ +mPρ −M + 1)]nρ} ×

× sinh−1 κ(nβ − nρ)
M∏

γ �=β,ρ

sinhκ(nγ − nβ)
sinhκ(nγ − nρ)

×

×1
2


2mPβ − κ−1f(pβ) + cothκ(nβ − nρ) +

∑
γ �=ρ

cothκ(nγ − nρ)−M + 1


 .
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Note that the only difference of F (PQ) and F (P ) is in the ˇrst two terms in the
last brackets. This allows one to rewrite the last formula as

L2({n}) = −κ2

(∏
µ>ν

[sinhκ(nµ − nν)]−1
∑

P∈πM

(−1)P ×

×
∑
β �=ρ

exp


 ∑
γ �=β,ρ

[ipPγ + κ(2mPγ −M + 1)]nγ


×

× sinh−1 κ(nβ − nρ)
∏

γ �=β,ρ

sinhκ(nγ − nβ)
sinhκ(nγ − nρ)

×

×
∑

{mγ}∈DM ,γ �=Pβ,Pρ

2(M−1)∑
s=0

exp {[i(pPβ + pPρ) + 2κ(s−M + 1)]nρ} ×

× [M − |s−M + 1|]−1
∑

mPβ+mP ρ=s

∑
n∈Z

d̃m1···mP β+n···mPρ−n···mM ×

×
[
mPβ −mPρ −

1
2κ
(f(pPβ)− f(pPρ)) + 2n

])
.

The comparison of the last sum with (42) shows that it vanishes if

d̃m1···mM (p) = dm1···mM (if(p)), (54)

where d{m}(if(p)) is an arbitrary solution to the system (20) with pµ replaced
by if(pµ), 1 ≤ µ ≤M .

The only problem is now the transformation of L3({n}). Taking into account
the formula

M∑
β �=γ �=ν

cothκ(nγ − nβ) cothκ(nν − nβ) =
1
3
M(M − 1)(M − 2)

and symmetrizing over β, γ in (53), one ˇnds

L3({n}) = −κ2
∏
µ>ν

[sinhκ(nµ − nν)]×

×
∑

P∈πM

(−1)P exp
[

M∑
γ=1

[ipγ − κ(M − 1)]nP−1γ

]
R(P, {n}),
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where

R(P, {n}) =
∑

m∈DM

d̃m1···mM (p) exp

(
2κ

M∑
ν=1

nP−1νmν

)
×

×




M∑
β=1

[
1
2
(M − 1− 2mβ)2 +

M2 − 1
6

− κ−1f(pβ)(2mβ −M + 1)
]
−

−
∑
β �=γ

[mβ −mγ − (2κ)−1(f(pβ − f(pγ))] cothκ(nP−1β − nP−1γ)


 .

Upon introducing the notation exp (2κnP−1γ) = yγ at ˇxed P , one ˇnds

R(P, {n}) =
∑

m∈DM

d̃m1···mM (p)

(
M∏
γ=1

ymγ
γ

)
×

×




M∑
β=1

[
2m2

β − 2mβκ
−1f(pβ)−

−
(
2mβ − κ−1f(pβ)−

2M − 1
3

)
(M − 1)

]
−

−
M∑
β �=γ

yβ + yγ
yβ − yγ

[mβ −mγ − (2κ)−1(f(pβ)− f(pγ))]


 .

Now it is quite easy to see that replacing d̃m1···mM (p)→ dm1···mM (p), if(pµ)→
pµ in the right-hand side just gives the left-hand side of Eq. (43) and must

vanish for all y ∈ RM if the set d{m} solves Eq. (42), i. e., the function χ
(M)
p

satisˇes the CalogeroÄMoser eigenequation. Hence both L2,3({n}) vanish under
the conditions (54) and the Ansatz (46) satisˇes the eigenvalue problem (34).

These lengthy calculations lead to the simple receipt: to get a solution to (34),
one needs to change the p dependence of the perodic part of the solution to
hyperbolic CalogeroÄMoser quantum problem as {p → if(p)}. The asymptotic
behaviour of the M -magnon wave function ψ(n1, . . . , nM ) (46) as κ → ∞ or
|nµ − nν | → ∞ can be found with the use of Proposition 2.4. In the former
case one obtains the usual Bethe Ansatz [4, 5] as a consequence of (45) and the
relation

lim
κ→∞

κ−1[f(p1)− f(p2)] = i
(
cot

p1
2

− cot p2
2

)
.
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The generalized Bethe Ansatz appears at ˇnite κ when the distances between the
positions of down spins tend to inˇnity as nP (λ+1)−nPλ → +∞, 1 ≤ λ ≤M−1,

ψ(n1, . . . , nM ) = ψ0

∑
Q∈πM

(−1)QP exp

(
i

M∑
λ=1

pQλnλ

)
×

×
M∏
µ<ν

{
1− 1

2κ
[f(pQPµ)− f(pQPν)]

}
, (55)

where f(p) is given by the formula (50). The asymptotic form (55) will be used
in the next section within the asymptotic Bethe Ansatz scheme of calculations of
the properties of the antiferromagnetic ground state of the model.

According to (55), the multimagnon scattering matrix is factorized as it should
be for integrable models. There is a possibility for existence of multimagnon
bound complexes for which some terms in asymptotic expansion (52) vanish.
Such a situation does not take place for usual quantum CalogeroÄMoser systems
with hyperbolic interaction where the two-body potential is repulsive.

3. PERIODIC BOUNDARY CONDITIONS
AND BETHE-ANSATZ EQUATIONS

Imposing periodic boundary conditions (with period N ) for the spin chains
with inverse square hyperbolic interaction leads to the elliptic form of exchange
(12). These conditions allow one to treat correctly also the important case of
antiferromagnetic case which corresponds to the positive sign of coupling constant
J in (12).

The spectrum of one-magnon excitations over the ferromagnetic ground state
is now discrete and can be calculated via Fourier transform of the elliptic ex-
change [17]. Throughout this Section, the notation ω = iπ/κ will be used for
the second period of the Weierstrass functions. As in the previous Section, I will
consider at ˇrst the case M = 2 which allows more detailed description.

3.1. Two-Magnon Scattering. As in the case of inˇnite lattice, the problem
consists in ˇnding two-magnon wave function deˇned by

|ψ〉 =
∑

n1 �=n2

ψ(n1, n2)s−n1
s−n2

|0〉,

where |ψ〉 is an eigenvector of the Hamiltonian and |0〉 is the ®vacuum¯ vector
with all spins up. The corresponding two-particle problem is now the Lame
equation, and well-known Hermite form of its solution allows one to guess the
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Ansatz for the wave function in the form

ψ(n1, n2) =

=
exp [i(p1n1 + p2n2)]σN (n1 − n2 + γ) + exp [i(p1n2 + p2n1)]σN (n1 + n2 − γ)

σN(n1 − n2)
.

Since ψ should be periodic in each argument, the parameters p1,2 are expressed
through the phase γ,

p1N − iη1γ = 2πl1, p2N + iη1γ = 2πl2, (56)

where η1 = 2ζN (N/2), η2 = 2ζN (ω/2) and l1, l2 ∈ Z.
The solution to the eigenequation is now based on the formula

N−1∑
k=0

℘N(k + z)
σN (k − l+ γ + z)
σN (k − l + z)

exp (iαk) = −σN (l − γ)σ1(z + rαγ)
σN (l)σ1(z − rαγ)

×

× exp
{ z

2πi
[ζN (N/2)ζ1(ω/2)γ + iζN(ω/2)α]

}
×

×
{
℘1(z)− ℘1(rαγ) + 2(ζ1(z + rαγ)− ζ1(z) + ζ1(rαγ)− ζ1(2rαγ))×

×
[
ζ1(rαγ) +

ζN (l − γ)− ζN (l)
2

− exp (iαl)σN (γ)σN (l)
2σN (l − γ)

℘1(l) +

+
1
4πi

(ζN (N/2)ζ1(ω/2)γ + iζN(ω/2)α)
]}
,

where l ∈ Z and α and γ are connected by

exp [iαN + 2γζN(N/2)] = 1, rαγ = −(4π)−1[αω − iγζN (ω/2)].

The two-magnon energy is given by

ε2(p1, p2, γ) = J{1/4[f(p1, γ) + f(p2,−γ)]2 + ε0(p1, γ) + ε0(p2,−γ) + ℘(γ)},

where

ε0(p, γ) =
2
ω
[ζ1(ω/2)−NζN (ω/2)]−

1
2
℘1

(
iη2γ − pω

2π

)
,

(57)

f(p, γ) = ζ1

(
iη2γ − pω

2π

)
+ (iπ)−1 [η2ζ1(1/2) + ipζ1(ω/2)]

and p1,2 and γ are constrained by

f(p1, γ)− f(p2,−γ)− 2ζN (γ) = 0. (57 )
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With the use of (56), (57) and direct computation it is possible to show that

S+
N∑

n1 �=n2

ψ(n1, n2)s−n1
s−n2

|0〉 = 0,

i. e., these states have the total spin S = Sz = N/2− 2.
It is natural to ask of how many solutions do the equations (56), (57) have.

The completeness of the set of these solutions means that their number should
be equal to N(N − 3)/2 since in two-magnon sector there are N solutions with
ψ(n1, n2) = ψ1(n1) + ψ1(n2). Is it possible to evaluate the number of solutions
to (56), (57) analytically? The answer is positive [22]. The sketch of the proof
is as follows. The constraint (57) can be rewritten as

Fl1,l2(γ) = ζ1

(
γ − l1ω
N

)
+ ζ1

(
γ + l2ω
N

)
+ 2

l1 − l2
N

ζ1(ω/2) +

+
4γ
ω
[ζN (ω/2)−N−1ζ1(ω/2)]− 2ζN (γ) = 0.

At ˇxed l1,2, it is a transcendental equation for γ.
Let now Λ be the manifold which consists of various sets {l1,2 ∈ Z, γ ∈ C}

and call two sets {l1, l2, γ}, {l′1, l′2, γ′} ∈ Λ equivalent if the corresponding
wave functions coincide up to normalization factor. With the use of (56) and
quasiperiodicity of sigma functions, one ˇnds that the manifold Λ is equivalent
to its submanifold Λ0 deˇned by the relations

0 ≤ l1 ≤ N − 1, l2 = 0, γ ∈ TN,Nω.

Let {λ} be a variety of nonequivalent sets within Λ0. The question now is: how
many nonequivalent sets obeying Fl1,0(γ) = 0 are in Λ0? To answer it, let us
note that the function Fl1,0(γ) is double periodic with periods N and Nω and
there is the relation between ζ functions of periods (N,ω) and (N,Nω),

ζN (x) = ζ(x) +
N−1∑
j=1

[ζ(x + jω)− ζ(jω)] + 2x
ω
[ζN (ω/2)− ζ(Nω/2)],

where ζ(x) is the zeta function deˇned on the torus TN,Nω. With the use of
scaling relation ζ1(N−1x) = Nζ(x) one can rewrite the constraint Fl1,0(γ) = 0
in the form

− 2
N−1∑
j=0

ζ(γ − jω) +N [ζ(γ − l1ω) + ζ(γ)] +

+ 2ζ
(
Nω

2

)
(l1 −N + 1) = 0. (58)
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It is easy to see that at N > 2 there are N simple poles of the left-hand side of
equation (58) located at γ = jω and this function is elliptic. Then there should
be just N roots of equation (58) within TN,Nω and, at ˇrst sight, {λ} consists of
N2 elements. However, some sets with different roots of (58) may be equivalent.
In fact, one can see that if γ0 ∈ TN,Nω is a root, then

γ′0 = −γ0 + l1ω +Nsign (�e γ0) +
Nω

2
[1− sign (l1|ω| − �m γ0)]

is also a root of (58). Moreover, all the solutions to the equation γ′0 = γ0 are
the roots of (58). The sets of these solutions are different for N , l1 even or odd.
There are four cases. If both N and ω are even, there are only two these roots,
(N+ l1ω)/2 and (N+ l1ω+Nω)/2. If both N and l1 are odd, the additional root
l1ω/2 is present. As N is odd and l1 even, the additional root is (N + l1)ω/2.
And in the case of even N and odd l, one has four such roots since both l1ω/2
and (N + l1)ω/2 obey the equation (58).

All these explicit roots are combinations of half-integer periods of the torus
TN,Nω. In this case the wave function can be simpliˇed and it turns out that
ψ(n1, n2) vanishes identically for all explicit roots listed above.

The number of all nontrivial and nonequivalent sets {l1, 0, γ} in the variety
{λ} can be now easily counted. At even N , there are N/2 even {l1} with
(N/2)− 1 nonequivalent roots and N/2 odd {l1} with (N/2)− 2 ones. At odd
N , there are (N + 1)/2 even {l1} and (N − 1)/2 odd {l1} with (N − 3)/2
nonequivalent roots in both cases. Hence the total number of elements in the
variety {λ} equals N(N − 3)/2 as it should be, and the nonequivalent solutions
to (58) provide complete description of nontrivial two-magnon states. It would
be of interest to investigate, in the limit of large N , the distribution of nontrivial
roots within the torus TN,Nγ .

3.2. Multimagnon States. As in preceding Section, one has to investigate ˇrst
the solutions to usual quantum CalogeroÄMoser problem with coupling constant
l = 1 in (3) and elliptic two-body potential. This problem at M > 2 was attacked
ˇrst in [24] where the general statements on the structure of many-particle wave
function have been proved and explicit result for M = 3 has been obtained. The
problem of arbitrary l and M = 3 has been considered in [25] and soon the
analytic expression for arbitrary M has been also found [39] in the process of
solving the elliptic KnizhnikÄZamolodchikovÄBernard equation. Unfortunately,
its form turned out to be so complicated that no explicit calculation were possible
for multimagnon wave functions. At M = 3, the 3-magnon wave function has
been found explicitly in [31] but the calculations were very lengthy and it has
been not seen how to generalize the method for M > 3. The way to the solution
of the M -magnon problem which does not refer to explicit form of the solution
to M -particle problem has been found later [30, 40]. Before describing it, it will
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be of use to formulate basic facts about the wave functions of the continuous
M -particle problem for elliptic two-body interaction [24].

Since ℘(x) is double periodic, it is easy to see that the correspondingM -par-
ticle Hamiltonian (3) commutes with 2M shift operators Qαj = exp (ωα∂/∂xj),
where ω1,2 are two periods of ℘(x). Let χ(p)(x1, . . . , xM ) be their common
eigenvector,

χ(p)

(
x1 +

2∑
α=1

l
(α)
1 ωα, . . . , xM +

2∑
α=1

l
(α)
M ωα

)
=

= exp


i M∑

j=1

2∑
α=1

p(j)α l
(α)
j


χ(p)(x1, . . . , xM ),

where l(α)
j ∈ Z. Hence χ(p)(x) can be treated on the M -dimensional torus

TM = C/Zω1 + Zω2 with quasiperiodic boundary conditions. The structure of
singularities of the Hamiltonian (3) in this torus shows that χ(p) is analytic except
of all hypersurfaces Ljk deˇned by the equalities xj = xk, 1 ≤ j < k ≤ M .
On each Ljk, χ(q) has a simple pole. Let ΨM be a class of functions with these
properties.

Proposition 3.1. The class ΨM is a functional manifold of dimension 2M −
1 + MM−2. The parameters {p(j)α } are not independent but restricted by the
linear relation

∑M
j=1(p

(j)
1 ω2 − p(j)2 ω1) = Zω1 + Zω2. The manifold ΨM can be

described as a union of the (2M − 1)-parametric family of linear spaces with
dimensions MM−2 with the basic vectors parametrized by {p(j)α }.

Proposition 3.2. The co-ordinate system on ΨM can be chosen by such a
way that all its elements are expressed through the Riemann theta functions of
genus 1 or usual Weierstrass sigma functions. The sketch of the proofs can be
found in [24]. The explicit expressions for χ(p) can be also found in [24] for
M = 3 and in [39] for arbitrary M . The amazing fact is that the treatment of
M -magnon problem can be done without use of these explicit expressions.

Let us choose the exchange in the form

h(j) = J
(ω
π
sin
π

ω

)2
[
℘N (j) +

2
ω
ζN

(ω
2

)]

so as to reproduce correctly the inverse square hyperbolic form of Sec. 2 in the
thermodynamic limit N → ∞. The second period of the Weierstrass function
℘N is ω = iπ/κ. The eigenproblem is decomposed into the problems with M
down spins due to rotation invariance, and the eigenvectors |ψ(M)〉 are given by

|ψ(M)〉 =
N∑

n1···nM

ψM (n1 · · ·nM )
M∏
β=1

s−nβ
|0〉,
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where |0〉 = | ↑↑ · · · ↑〉 is the ferromagnetic ground state with all spins up, and
the summation is taken over all combinations of integers {n} ≤ N such that∏M

µ<ν(nµ−nν) �= 0. The function ψM is completely symmetric in its arguments
and obeys lattice Schréodinger equation

N∑
s�=n1,...,nM

M∑
β=1

℘N (nβ − s)ψM (n1, . . . , nβ−1, s, nβ+1, . . . , nM ) +

+


 M∑
β �=γ

℘N (nβ − nγ)− EM


ψM (n1, . . . , nM ) = 0, (59)

and the eigenvalues of the Hamiltonian are given by

εM = J
(ω
π
sin
π

ω

)2
{
EM +

2
ω

[
2M(2M − 1)−N

4
ζN

(ω
2

)
−Mζ1

(ω
2

)]}
.

Let χ(p)
M be the special solution to the continuum quantum many-particle problem
−1

2

M∑
β=1

∂2

∂x2
β

+
M∑
β �=λ

℘N (xβ − xλ)− EM (p)


χ(p)

M (x1, . . . , xM ) = 0,

which is speciˇed up to some normalization factor by particle pseudomomenta
(p1, . . . , pM ) and obeys the quasiperiodicity conditions

χ
(p)
M (x1, . . . , xβ +N, . . . , xM ) = exp (ipβN)χ

(p)
M (x1, . . . , xM ),

1 ≤ β ≤M,
(60)

χ
(p)
M (x1, . . . , xβ + ω, . . . , xM ) = exp (2πiqβ(p) + ipβω)χ

(p)
M (x1, . . . , xM ),

0 ≤ �e(qβ) < 1.

As will be seen later, the set {qβ(p)} is completely determined by {p}.
The connection of χ(p)

M with multimagnon wave function is given by the
Ansatz

ψM (n1, . . . , nM ) =
∑

P∈πM

ϕ
(p)
M (nP1, . . . , nPM ),

(61)

ϕ
(p)
M (n1, . . . , nM ) = exp

(
−i

M∑
ν=1

p̃νnν

)
χ

(p)
M (n1, . . . , nM ),

where
p̃ν = pν − 2πN−1lν , lν ∈ Z.
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The last condition is just the condition of periodicity of ψM . The problem now
consists in calculation of the left-hand side of the lattice Schréodinger equation
(59), but before doing this let us mention that χM (p) has the singularities in the
form of simple poles and can be presented in the form

χ
(p)
M =

F (p)(x1, . . . , xM )
G(x1, . . . , xM )

, G(x1, . . . , xM ) =
M∏

α<β

σN (xα − xβ), (62)

where σN (x) is the Weierstrass sigma function on the torus TN . By deˇnition, the
only simple zero of σN (x) on TN is located at x = 0. Thus [G(x1, . . . , xM )]−1

absorbs all the singularities of χ(p)
M on the hypersurfaces xα = xβ . The numerator

F (p) in (62) should be analytic on (TN )M . It obeys the equation

M∑
α=1

∂2F (p)

∂x2
α

+


2EM (p)−

M

2

M∑
α�=β

(℘N (xα − xβ)− ζ2N (xα − xβ))


F (p) =

=
∑
α�=β

ζN (xα − xβ)
(
∂F (p)

∂xα
− ∂F (p)

∂xβ

)
.

The left-hand side of this equation is regular as xµ → xν . Hence F (p) must obey
the condition (

∂

∂xµ
− ∂

∂xν

)
F (p)(x1, . . . , xM )|xµ=xν = 0 (63)

for any pair (µ, ν). Let us now show that the properties (60), (62), (63) allow
one to validate the Ansatz (61) for ψM . Substitution of (61) to (59) yields

∑
P∈πM




M∑
β=1

Sβ(nP1, . . . , nPM )+

+


 M∑
β �=γ

℘N (nPβ − nPγ)− EM


ϕ(p)

M (nP1, . . . , nPM )


 = 0,

where

Sβ(nP1, . . . , nPM ) =

=
N∑

s�=nP1,...,nPM

℘N(nPβ − s)Q̂(s)
β ϕ

(p)
M (nP1, . . . , nPM ) (64)

and the operator Q̂(s)
β replaces βth argument of the function of M variables to s.
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The calculation of the sum (64) is based on introducing the function of
complex variable x

W
(β)
P (x) =

N∑
s=1

℘N (nPβ − s− x)Q̂(s+x)
β ϕ

(p)
M (nP1, . . . , nPM ).

As a consequence of (60) it obeys the relatios

W
(β)
P (x+ 1) =W (β)

P (x), W
(β)
P (x+ ω) = exp (2πiq̃β(p))W

(β)
P (x), (65)

where

q̃β(p) = qβ(p) +
lβ
N
ω.

The only singularity of W (β)
P on the torus T1 = C/Z + Zω is located at the

point x = 0. It arises from the terms in (64) with s = nP1, . . . , nPM . Hence the

Laurent decomposition of W (β)
P near x = 0 has the form

W
(β)
P (x) = w−2x

−2 + w−1x
−1 + w0 +O(x). (66)

With the use of (62), one can ˇnd the explicit expressions for w−i in the form

w−2 = ϕ
(p)
M (nP1, . . . , nPM ),

w−1 =
∂

∂nPβ
ϕ

(p)
M (nP1, . . . , nPM ) +

+ (−1)PG−1(n1, . . . , nM )
∑
λ�=β

Tβλ(nP1, . . . , nPM )Q̂
(nP λ)
β ×

× exp
(
−i

M∑
ν=1

p̃νnPν

)
F (p)(nP1, . . . , nPM ),

w0 = Sβ(nP1, . . . , nPM ) +
1
2
∂2

∂n2
Pβ

ϕ
(p)
M (nP1, . . . , nPM ) +

+ (−1)PG−1(n1, . . . , nM )
∑
λ�=β

Tβλ(nP1, . . . , nPM )×

×
[
Uβλ(nP1, . . . , nPM )Q̂

(nP λ)
β + ℘N (nPβ − nPλ)∂Q̂

(nPλ)
β

]
×

× exp
(
−i

M∑
ν=1

p̃νnPν

)
F (p)(nP1, . . . , nPM ),
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where

Tβλ(nP1, . . . , nPM ) = σN (nPλ − nPβ)
M∏

ρ�=β,λ

σN (nPρ − nPβ)
σN (nPρ − nPλ)

,

Uβλ(nP1, . . . , nPM ) = ℘′
N (nPλ−nPβ)−℘N (nPβ−nPλ)

∑
ρ�=β,λ

ζN (nPρ−nPλ),

(−1)P is the parity of the permutation P and the action of the operator ∂Q̂(nPλ)
β

on the function Y of M variables is deˇned as

∂Q
(nPλ)
β Y (z1, . . . , zM ) =

∂

∂zβ
Y (z1, . . . , zM )|zβ=nPλ

.

Note now that the expression for the function W (β)
P (x) obeying the relations (65)

and (66) can be written analytically without any further freedom,

W
(β)
P (x) = exp (aβx)

σ1(rβ + x)
σ1(rβ − x){w−2(℘1(x)− ℘1(rβ)) +

+ (w−2(aβ + 2ζ1(rβ))− w−1)[ζ1(x − rβ)− ζ1(x) + ζ1(rβ)− ζ1(2rβ)]}.

The parameters aβ , rβ are chosen as to satisfy the conditions (65),

aβ = 2q̃β(p)ζ1(1/2), rβ = −1
2
q̃β(p).

By expanding the above form of W (β)
P in powers of x one can ˇnd w0 in terms

of w−2, w−1, qβ and obtain the explicit expression for Sβ(nP1, . . . , nPM ). After
long but straightforward calculations the equation (59) can be recast in the form

∑
P∈πM


−1

2

M∑
β=1

(
∂

∂nPβ
− fβ(p)

)2

+

+
M∑
β �=γ

℘N (nPβ − nPγ)− EM +
M∑
β=1

εβ(p)


ϕ(p)(nP1, . . . , nPM ) =

=
1
2
G−1(n1, . . . , nM )

∑
P∈πM

(−1)P ×

×
∑
β �=λ

[Zβλ(nP1, . . . , nPM ) + Zλβ(nP1, . . . , nPM )] , (67)
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where

fβ(p) = 2q̃β(p)ζ1(1/2)− ζ1(q̃β(p)), εβ(p) =
1
2
℘1(q̃β(p))

and Zβλ(nP1, . . . , nPM ) is deˇned by the relation

Zβλ(nP1, . . . , nPM ) = Tβλ(nP1, . . . , nPM )×

×
[
Uβλ(nP1, . . . , nPM )Q̂

(nPλ)
β + ℘N (nPλ − nPβ)(∂Q̂

(nPλ)
β − fβ(p)Q̂(nP λ)

β )
]
×

× exp
(
−i

M∑
ν=1

p̃νnPν

)
F (p)(nP1, . . . , nPM ).

One observes with the use of the deˇnition (61) of ϕ(p), that each term of the left-
hand side of (67) has the same structure as the left-hand side of the many-particle
Schréodinger equation and vanishes if EM and fβ(p) are chosen as

fβ(p) = −ip̃β, β = 1, . . . ,M, (68 )

EM = EM (p) +
M∑
β=1

εβ(p). (68b)

It remains to prove that the right-hand side of (67) also vanishes. It can be done
by using the observation that the sum over permutations in it can be simply recast
in the form∑

P∈πM

(−1)P
∑
β �=λ

[Zβλ(nP1, . . . , nPM )− Zλβ(nPR1, . . . , nPRM )],

where R is the transposition (β ↔ λ) which leaves other numbers from 1 to M
unchanged. Taking into account the deˇnition of Z, one ˇnds

Zβλ(nP1, . . . , nPM )− Zλβ(nPR1, . . . , nPRM ) =
= Tβλ(nP1, . . . , nPM )℘N (nPλ − nPβ)×

× exp


−i


(p̃β + p̃λ)nPλ +

M∑
ρ�=β,λ

p̃ρnPρ




×

×
(

∂

∂nPβ
− ∂

∂nPλ

)
F (p)(nP1, . . . , nPM )|nP β=nP λ

.

Now it is clearly seen that the last factor vanishes due to the condition (63).
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The relations (68a), (68b) for the spectrum are still not complete since the
dependence of {q} on {p} is not known on this stage. This completion can
be done only by further analysis of the properties of χ(p)

M solving M -particle

Schréodinger equation. In [39] the explicit form of χ(p)
M (x) has been found in the

process of solving the KnizhnikÄZamolodchikovÄBernard equations. In suitable
notations, it reads

χ
(p)
M (x) ∼ exp


i M∑

β=1

pβxβ


×

×
∑
s∈πm

l(s)
m∏
j=1

σ̃∑j
k=1(xc(s(k))−xc(s(k))+1)(ts(j) − ts(j+1)), (69)

where m = M(M − 1)/2; c is nondecreasing function c : {1, . . . ,m} →
{1, . . . ,M − 1} such that |c−1{j}| = M − j, l(s) is an integer which is de-
ˇned for the permutation s by the relation xc(s(1))+1∂/∂xc(s(1)) · · ·xc(s(m))+1×
∂/∂xc(s(m))x

M
1 = l(s)(x1 · · ·xM ); {t} is a set of m complex parameters obeying

m relations [39]∑
l:|c(l)−c(j)|=1

ρ(tj − tl)− 2×

×
∑

l:l �=j,c(l)=c(j)

ρ(tj − tl) +Mδcj,1ρ(tj) = i(pc(j) − pc(j)+1),

(70)
ρ(t) = ζN (t)−

2
N
ζN (N/2)t,

and

σ̃w(t) = exp ((2/N)ζN (N/2)wt)
σN (w − t)
σN (w)σN (t)

.

The main advantage of the explicit form of χ function is that it allows one to ˇnd
the second set of relations between the Bloch factors {p}, {q}. It is easy to see
that {p}′s in the deˇnitions (60) and (69) are the same. The problem consists in
calculation of {q}. To do this, it is not necessary to analyze each term in the sum
over permutations in (69) since all of them must have the same Bloch factors. It
is convenient to choose the term which corresponds to the permutation

s0 : s0(j) = m+ 1− j, j = 1, . . . ,m.

After some algebra, one ˇnds that this permutation gives nontrivial contribution
to (69) with l(s0) = M !(M − 1)! · · · 2!. Moreover, with the use of explicit form
of the color function one ˇnds

c(s0(l)) =M − q if q(q − 1)/2 + 1 ≤ l ≤ q(q + 1)/2.
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Now the problem of calculation of the second Bloch factors reduces to some long
and tedious, but in fact simple calculations of the product of factors which various
σ̃ functions acquire under changing arguments of χ function to the quasiperiod
ω. The ˇnal result is surprisingly simple,

qβ(p) = N−1


 ∑

l:c(l)=β

tl −
∑

l:c(l)=β−1

tl


 , 1 < β < M − 1, (71)

with the ˇrst and second term being omitted for β =M and β = 1.
The equations (71), together with (68a) and (70), form a closed set for ˇnding

Bloch factors {p}, {q} at given integers {lβ} ∈ Z/MZ and determining the
eigenvalues of the spin Hamiltonian completely. The corresponding eigenvalue
of the continuum M -particle operator is given by [39]

EM (p) =
2M(M − 1)

N
ζN

(
N

2

)
+

M∑
β=1

p2β/2−

− 1
2

[
m∑
k<l

(2δc(k),c(l)F (tk − tl)−

−δ|c(k)−c(l)|,1F (tk − tl))−M
∑

c(k)=1

F (tk)


 ,

where

F (t) = −℘N(t) + (ζN (t)− 2/NζN(N/2))2 + 4/NζN(N/2).

It is worth noting that for real calculation of the eigenvalues one has to solve the
Bethe-type equations (68a), (70), (71) at ˇrst. It is not clear how to treat properly
this huge system of highly transcendental equations even in the limit N → ∞.
In this limit, there is a procedure known as asymptotic Bethe Ansatz (ABA)
which consists in imposing periodic boundary condition on the asymptotics of the
wave functions for inˇnite lattice [41]. It will be used in the next subsection for
obtaining some results on antiferromagnetic ground state.

3.3. ABA Results for Large N . In this subsection, the ABA hypothesis (still
unproved) will be used for description of some properties of the spin chain with
the exchange

h(j) =
sinh2 κ

sinh2 κ(j − k)
, (72)
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which corresponds to J = −(sinhκ/κ)2 in (23) (the antiferromagnetic regime)
at large but ˇnite N . Note that in the nearest-neighbor limit κ → ∞ one can
decompose (23) with the exchange (72) as

H =
1
2

∑
j

(σjσj+1 − 1) +
1
2
e−2κ

∑
j

(σjσj+2 − 1) + o(e−2κ).

Hence one can write the ground-state energy per site as

e =
1
2
〈σjσj+1 − 1〉+

1
2
e−2κ〈σjσj+2 − 1〉+ o(e−2a), (73)

where 〈 〉 means average on the vacuum state of the Hamiltonian. Fortunately,
in the ˇrst order approximation one can replace this state to the vacuum state
of nonperturbed Hamiltonian with the interaction of the nearest-neighbor spins,
H0 = 1/2

∑
j(σjσj+1 − 1). It gives an opportunity to ˇnd the second-neighbor

correlator σjσj+2 by calculating (73) explicitly.
The scheme of ABA is based on asymptotic expression of the wave function

with M down spins for inˇnite chain in the region n1 � n2 � . . .� nM , which
has been described in Sec. 2,

ψ(n1, . . . , nM ) ∝
∑

P∈πM

exp

(
i

M∑
α=1

kPαnα

)
exp


 i
2

M∑
α<β

χ(pPα, pPβ)


 ,

where the ˇrst sum is taken over all permutations from the group πM , {pα} is
the set of pseudomomenta and χ(pα, pβ) is the two-magnon phase shift deˇned
by the relations

cot
χ(pα, pβ)

2
= ϕ(pα)− ϕ(pβ),

ϕ(p) =
p

2πiκ
ζ1

(
iπ

2κ

)
− 1
2iκ
ζ1

(
ip

2κ

)
.

To consider the chains of ˇnite length N in the thermodynamic limit N → ∞, we
adopt the main hypothesis of ABA, i. e., imposing periodic boundary conditions
on the asymptotic form of the wave function. Taking ψ(n2, . . . , nM , n1 +N) =
ψ(n1, . . . , nM ) and calculating both the sides with the use of the above formula
for asymptotics results in the ABA equations

exp (ipαN) = exp


i M∑

β �=α

χ(pα, pβ)


 , α = 1, . . . ,M. (74)



370 INOZEMTSEV V. I.

The energy of corresponding conˇguration is given by

EM =
M∑
α=1

∑
n�=0

sinh2 a

sinh2 an
(cos (kαn)− 1).

For investigating the antiferromagnetic vacuum of the model one should take N
even,M = N/2. Taking logarithms of both sides of (74) and choosing the proper
branches, one arrives at

Qα

N
=
π − pα
2π

− 1
πN

M∑
β �=α

arctan [ϕ(pα)− ϕ(pβ)],

where {Q} is the set of (half)integers. For antiferromagnetic ground state, one
assumes as usual that these numbers form uniform string from −Qmax to Qmax,
Qmax = N/4 − 1/2 without holes. After introducing rapidity variable λ by the
relation λ = ϕ(k) and the function µ(λ) via the relation π − k = µ(λ), the ABA
equations (74) can be written as [38]

Qα/N = Z(λα), (74 )

where

Z(λ) = (2π)−1µ(λ) − 1
πN

∑
β=1

arctan (λ− λβ).

Following [38], let us go to continuous variable x = Qα/N in the limit N → ∞
and introduce the root density σN (λ) by the relation σN (λ) = dx/dλ. Differen-
tiating both sides of (74a) with respect to λ, one arrives at the following equation
in the limit N → ∞

σ∞(λ) = (2π)−1µ′(λ) −
∞∫

−∞

A(λ− λ′)σ∞(λ′)dλ′, (74b)

where A(λ) = [π(1 + λ2)]−1. The energy per site can be written from as

e∞ = lim
N→∞

N−1EN/2 =

∞∫
−∞

ε(p(λ))σ∞(λ)dλ, (75)

where

ε(p(λ)) = 2 sinh2 κ
∞∑
n=1

cosnp(λ)− 1
sinh2 κn

.
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The solution to (74b) can be found via Fourier transform,

σ∞(λ) = (2π)−2

∞∫
−∞

eiλkdk
1 + e−|k|

∞∫
−∞

µ′(τ) e−ikτdτ.

Substituting it into (75) yields

e∞ = (2π)−2

∞∫
−∞

dλε(p(λ))

∞∫
−∞

dk
eikλ

1 + e−|k|

∞∫
−∞

µ′(τ) e−ikτdτ.

Upon choosing variables as λ = ϕ(p), µ′(τ)dτ = −dp′ and changing the order
of integration (it is allowed since the integral over τ vanishes sufˇciently fast as
|k| → ∞), one arrives at the following formula for an energy per site,

e∞ = −(2π)−2

∞∫
−∞

dk

1 + e−|k|

2π∫
0

dpε(p)ϕ′(p) eikϕ(p)

2π∫
0

dp′e−ikϕ(p′), (75a)

where the functions ε(p) and ϕ(p) are determined as above. Unfortunately, the
integrals in (75a) cannot be evaluated analytically; however, one can ˇnd as
κ→ ∞ that

ϕ(p) =
1
2
cot

p

2
+ 2 e−2κ sin p+ o(e−2κ),

ε(p) = 2(cosp− 1) + 2 e−2κ(cos 2p− 1) + o(e−2κ).

Upon substituting these expressions into (75a), the inner integrals are calculated
analytically up to the order e−2κ and ˇnal result for second-neighbor correlator
in the model with the nearest-neighbor exchange reads

〈σjσj+2〉 = 1− 16 ln 2 + 9ζ(3),

where ζ is the Riemann zeta function which appears in the right-hand side due to

the formula
∞∫
0

(k2dk)/(1 + ek) = 3/2ζ(3). This result coincides exactly with the

expression given by Takahashi [37] who considered the limit of inˇnite one-site
repulsion in the half-ˇlled Hubbard model.

Another ABA result is the calculation of central charge c of underlying
conformal ˇeld model [23]. It is given by the formula for ˇnite-N correction to
the energy of antiferromagnetic ground state

∆eN = eN − e∞ = − πc

6N2
ξ,
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where ξ is the velocity of the lowest-lying elementary excitations. The value of
∆eN can be calculated via the equations (74a) where the values of the order N−2

should be carefully taken into account. I would like to mention only the ˇnal
result of rather long calculations [23],

∆eN = −(12N2)−1φ∞ +O(N−3),

φ∞ = 2πi lim
λ→∞

∞∫
−∞

kdk eikλ/(1 + e−|k|)
2π∫
0

dpε(p)ϕ′(p) e−ikϕ(p)

∞∫
−∞

dk eikλ/(1 + e−|k|)
2π∫
0

dp e−ikϕ(p)

.

The energy and momentum of elementary excitations over antiferromagnetic vac-
uum can be also calculated on the base of (74a) under an assumption that this
excitation corresponds to presence of a hole in the sequence of numbers {Q}.
These calculations result in the formula ξ = (2π)−1φ∞ which gives the value of
the central charge c = 1 as in the case of the usual nearest-neighbor chain.

4. INHOMOGENEOUS LATTICES

It is generally believed that more general dynamical CalogeroÄMoser sys-
tems describing particles with internal degrees of freedom are integrable. The
motion of particles can be eliminated by arranging them into classical equilibrium
positions. By this way, the ˇrst model of inhomogeneous chain [27] has been
obtained where spin interaction was given by inverse squares of distance between
them and spins were located on equilibrium positions of particles with rational
two-body interaction in the ˇeld with a harmonic potential. As for inverse hy-
perbolic square exchange, the integrability of the corresponding models is still
questionable. Anyway, there are many indications to this fact as it will be shown
later.

The integrability of classical CalogeroÄMoser systems in some external ˇelds
has been considered in [35]. It was shown there that the Hamiltonians (3) with
interaction (5) (with κ = 1 as it can be removed by scaling transformation) are
still integrable if the external ˇeld with the potential

W (x) = α2 cosh (4x) + 2β cosh (2x) + 2γ sinh (2x) (76)

is added. As for spin chains, the Hamiltonian is still given by

H =
N∑
j<k

hjkPjk, (77)
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where {Pjk} is any representation of the symmetric group πN ; hjk = sinh−2(xj−
xk); and {xj} are the coordinates of classical particles at equilibrium obeying the
equations

−2
∑
k �=j

hjkcjk +W ′(xj) = 0, (78)

where
cjk = coth (xj − xk).

The ˇrst question is to construct the Lax pair for these systems. Consider the
following Ansatz of (2N × 2N) matrices (L,M) with entries

L11 = −L22 = L0, L12 = L21 = ψ + ρ,

M11 =M22 =M0 +m, M12 =M21 = φ,

where L0 and M0 is the standard Lax pair for the systems without external ˇeld,

(L0)jk = (1− δjk)cjkPjk, (M0)jk = (1− δjk)hjkPjk − δjk
N∑
s�=j

hjsPjs

and ψ, φ, ρ, and m are (N ×N) matrices with entries

(ψ)jk = ξ(zj)δjk, φjk = ϕ(zj)δjk, (m)jk = µ(zj)δjk, (ρ)jk = (1− δjk)Pjk,

where zj = exp (2xj). The Lax relation [H,L] = [L,M ] is equivalent to the set
of functional equations

cjk[µ(zj)− µ(zk)] + [ϕ(zj) + ϕ(zk)] = 0,

cjk[ϕ(zj) + ϕ(zk)] + hjk[ξ(zj)− ξ(zk)] + µ(zj)− µ(zk) = 0.

The general solution to this set is given in [36],

µ(z) = µ1z + µ2z
−1, ϕ(z) = −µ1z + µ2z

−1, ξ(z) = µ1z + µ2z
−1 + γ.

The potential of an external ˇeld reads

W (z) = 2[µ2
1z

2 + µ2
2z

−2 + (2γ − 1/2)(µ1(z) + µ2z
−1)].

It contains three free parameters as (76). For the special case of the external Morse
potential (µ2 = 0) the matrix M obeys also the condition

∑2N
j=1Mjk = 0, which

guarantees that the integrals of motion can be constructed as {
∑2N

j,k (L
n)jk}. In

other cases, the existence of the Lax pair does not imply integrability immediately.
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The extra integrals of motion should be some polynomials in the permutations
as it takes place for usual lattice spin models [32]. It turns out that minimal degree
of this polynomial is now equal to 3 and the operator

I =
N∑

j �=k �=l �=m

cjkcklPjkPklPlm− 1
2

∑
j �=k �=l

(cjl−ckl)2Pjk+
N∑
j �=k

[F (xj)+F (xk)]Pjk

commutes with H if F is a solution of functional equation

g(xj , xk) + g(xk, xl) + g(xl, xj) = 0,

where

g(xj , xk) = 2hjk(F (xj)− F (xk)) + cjk(W ′(xj) +W ′(xk)).

The solution is given by the relation g(xj , xk) = G(xj) −G(xk) and functional
equation for the potential

cjk(W ′(xj) +W ′(xk))− 2hjk(W (xj)−W (xk)) = G(xj)−G(xk).

Its general solution just gives the form (76) which supports the hypothesis of
complete integrability of this class of models.

To construct the explicit eigenvalues of the corresponding spin Hamiltonians,
one needs more knowledge about the solutions to equilibrium equations (78). It
can be easily done for special case of the Morse potentialW (x) = 2τ2(exp (4x)−
2 exp (2x)), where these equations have the form [26]

−
N∑
k �=j

zk(zj + zk)
(zj − zk)3

+ τ2(zj − 1) = 0, (78 )

where the variable z = exp (2x) is introduced. Following the observation of
Calogero [28], one can assume that the roots {zj} of (78a) are given by roots of
some polynomial pN(z) =

∏N
j=1(z − zj) obeying the second-order differential

equation. In the case of the Morse potential, this equation reads

y
d2pN (y)
dy2

+ (−y + Γ+ 1)dpN (y)
dy

+NpN (y) = 0, y = 2τz,

where Γ = 2(τ − N) + 1. It means that pN are the well-known Laguerre

polynomials L(Γ)
N (2τz). The following properties of their roots will be used:

(i) For Γ > −1, all roots of L are real positive numbers.
(ii) As Γ = −N+ε, ε→ 0, all the roots of L approach 0 with the asymptotic

behavior

zj ∼ const |ε|1/N exp
(
2πij
N

)
.
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The rational Calogero spin chain with inverse square exchange [27] is obtained
as a limit of τ → ∞, zj = 1 + τ−1/2ξj . The lattice points in this limit are the
roots of the Hermite potential HN (ξ). As Γ→ N , the lattice becomes equidistant
in angles and the model upon rescaling is just the trigonometric HaldaneÄShastry
model [26]. Hence the inhomogeneous model deˇned by the lattice (78a) can be
considered as interpolating between HaldaneÄShastry and Polychronakos model.

If one chooses as {Pjk} in (77) the spin representation of the permutation
group, Pjk = (1 + σjσk)/2, the eigenvectors can be treated as in Secs 2, 3.
Namely, one can start from the ferromagnetic vacuum |0〉 with all spins up and
consider the states with given number of down spins M ,

|ψ(M)〉 =
N∑

n1 �=n2...�=nM

ψ(n1, . . . , nM )
M∏
s=1

σ−s |0〉.

With the use of the properties of the Laguerre polynomials, one ˇnds that in
one-magnon sector the wave functions can be represented as

ψm(n) ∝ zmn
L

(Γ+2m)
N−m−1(2τzn)

L
(Γ)
N−1(2τzn)

, m = 0, . . . , N − 1.

The corresponding energies up to universal constant CN = N(N − 1)×
(3Γ + 2N − 1)/24 are given by

E(1)
m = εm = −m

2
(Γ +m).

The two-magnon wave functions can be found analytically and the complete set
of N(N − 1)/2 eigenvalues can be written as

E(2)
m,n = εm + εn(1− δm,n−1), 0 ≤ m < n ≤ N − 1.

In the M -magnon sector one can ˇnd analytically only some eigenstates within
the Ansatz

ψ(n1, . . . , nM ) =

M∏
λ>µ

(znλ
− znµ)2

M∏
ν=1

p′N (znν )
F (zn1 , . . . , znM ),

where F is some symmetric polynomial in {z}. It comprises (N −M + 1)!×
[M !(N − 2M + 1)!]−1 eigenvalues which are still additive,

E
(M)
{mk} =

M∑
k=1

εmk
, mk < mk+1 − 1, 0 ≤ mk ≤ N − 1.
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This formula allows one to make the hypothesis about structure of the whole set
of eigenvalues which are described by

El1···lk =
N−1∑
k=1

εklk+1(1 − lk),

where εk = −k(Γ + k)/2 and {lk} = 0, 1. As a consequence of this hypothesis,
the Hamiltonian H = 2

∑N
j<k hjkσjσk is unitary equivalent to the Hamiltonian

of the classical one-dimensional Ising model with non-uniform magnetic ˇeld,

HI = εN−1σN +
N−2∑
k=0

[σk+1(εk − εk+1)− σk+1σk+2εk+1] (79)

with {σk} = ±1. This result comprises two above analytical formulae for the
spectrum as well as HaldaneÄShastry and harmonic limits and is conˇrmed by
numerical diagonalization of small lattices up to N = 12 with several values of
the parameter τ .

The simplicity of the spectrum (79) allows one to compute the free energy f
as a function of the inverse temperature β in the thermodynamic limit upon rescal-
ing the magnon energies with a factor N−2 [26]. With the use of quasiparticle
dispersion law ε(x) = −x(γ + x)/2, where γ = Γ/N , one obtains

f = − 1
β


 −γ∫

0

dx log [1 + exp (βε(x))] +

1∫
−γ

dx log [1 + exp (−βε(x))]


 ,

which gives at γ = −1 the result exactly coinciding with the free energy of the
trigonometric HaldaneÄShastry model.

Coming back to the general potential of an external ˇeld (76), one has to
start with the equilibrium equations

−
N∑
k �=j

zk(zj + zk)
zj − z3k

+
1
4

N∑
j=1

[α2(zj − z−3
j ) + β + γ − (β − γ)z−2

j ] = 0. (78b)

As in the case of the Morse potential described above, let us introduce the
polynomial

pN (z) =
N∏
j=1

(z − zj)

with the use of the solutions to (78b) and try to identify the differential equa-
tion to which this polynomial might satisfy. To do this, note that the function
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Fj(z)=z(z+ zj)(z− zj)−3d log pN (z)/dz has simple poles at z = zk with proper
residues, and the equilibrium equations can be recast in the form

resFj(z)|z=zj = 2a1j + zj(4a2j − 3a21j) + z2j (a3j + a31j − 2a1ja2j) =
= α2(zj − z−3

j ) + β + γ − (β − γ)z−2
j , (78c)

where aλj = [p′N (zj)]
−1(d/dz)λ+1pN (z)|z=zj . If one supposes that pN (z) obeys

the second-order differential equation

z2p′′N (z) + w1(z)p′N(z) + w2(z)pN (z) = 0 (80)

with some polynomials w1,2(z), one ˇnds upon consecutive differentiations of
(80) with the use of the formula pN (zj) = 0 that the equilibrium equations in the
form (78c) are equivalent to

d

dz

[
w2 +

1
4
(α2(z2 + z−2)− z−2w2

1) +
1
2
w′

1 + 2(z(β + γ) + (β − γ)z−1)
]
= 0.

This condition is satisˇed by w1(z) = −α(z2 − 1) + (4α−1β − γ1)z, w2(z) =
(α− 4β)z + eN , where γ1 = 4α−1γ and parameter eN is still unknown. One of
the solutions to (80) is a polynomial of the degree N if the parameters α and β
are restricted by

β = −N − 1
4

α.

The equation (80) is now written as

z2p′′N (z)− [α(z2 − 1) + (γ1 +N − 1)z]p′N(z) + (αNz + eN) = 0. (80 )

The substitution pN (z) = zN +
∑N−1

l=0 dlz
l results in the recurrence relation for

d-coefˇcients in the form

αdl−1(N − l+ 1) + dl[eN + l(l− γ1 −N)] + α(l + 1)dl+1 = 0, l = 0, . . . , N.

It should be solved under the boundary conditions

d1 = 0, dN = 1, dN+1 = 0.

The last condition results in the N th order equation for the parameter eN . The
solution must be chosen so as to have all the roots of pN (z) positive. It is unique
since the system of particles which repel each other has only one equilibrium
point being conˇned in the ˇeld with potential (76).

Due to (80a), various symmetric combinations of the roots of (78b) can be
expressed analytically in terms of α, γ1, and eN . In particular, the energy of
classical equilibrium conˇguration does not depend on eN and is given by

Ecl = −N
2

(
N2 − 1
3

+ γ2
1 − 2α2

)
.
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As for corresponding spin chain with the HamiltonianH =
∑
j<k

hjk(σjσk−1), the

strategy for ˇnding eigenvalues is the same as for the Morse potential described
above. However, the information which could be obtained by this way is much
more scarce. In M -magnon sectors with M ≤ N/2, one can use the Ansatz

ψ(n1, . . . , nM ) =

M∏
λ>µ

(znλ
− znµ)2

M∏
µ=1

p′N (znµ)
Q(zn1 , . . . , znM )

for multimagnon wave function, and show that the eigenequation can be cast in
the form

M∑
j=1

{
z2j
∂2

∂z2j
−
[
α(z2j − 1) + (γ1 +N − 3)zj

∂

∂zj
+

+ 2
M∑
j �=k

z2j∂/∂zj − z2k∂/∂zk
zj − zk

+M(M − 1)(4M + 1)/3−

−M(γ1 +N − 1) + eN
]
+ α(N − 2M)

M∑
k=1

zk − 2EM

}
Q = 0.

For even N , the solution at M = N/2 (Sz = 0) is given by Q = const and the
corresponding eigenenergy reads

EN/2 = 1/2{M [(M − 1)(4M + 1)/3−M(γ1 +N − 1) + eN ]}.

It was veriˇed numerically that for small lattices (N ≤ 8) at various sets of
parameters α and γ1 this is the exact ground state of the antiferromagnetic chain
(77). Unfortunately, this approach does not allow one to identify other states and
write down such a simple formula for the whole spectrum as in the case of the
Morse potential.

5. THE RELATED HUBBARD CHAINS: ARE THEY INTEGRABLE?

There are another many-body systems on a lattice connected to the Heisen-
bergÄvan Vleck spin chains discussed above: the itinerant fermions of spin 1/2
which interact being at the same lattice site. The corresponding models are
Hubbard chains with the Hamiltonian

HHub =
N∑

j �=k,σ

tjkc
+
jσckσ + 2U

N∑
j

(c+j↑cj↑ − 1/2)(c
+
j↓cj↓ − 1/2), (81)
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where the operators c+jσ create fermion with spin σ on the site j,

{c+jσ, ckσ′} = δjkδσσ′ , {cjσ, ckσ′} = 0, (82)

tjk ≡ t(j−k) is the hopping matrix comprising probability amplitudes for hopping
between sites j and k (it is supposed to be Hermitian) and U > 0 is the strength
of on-site repulsion.

This model was originally introduced by J. Hubbard [42] in three dimensions
to describe a metal-insulator transition for systems of fermions with spin. It was
found that 1D version (81) is solvable by the Bethe Ansatz [43] in the case of
the nearest-neighbor hopping under periodic boundary conditions,

t(j) = δ|j|,1 + δ|j|,N−1. (83)

The proof of integrability of (81) with the hopping (83), i. e., constructing of
the nontrivial integrals of motion which commute with (81), came much later
[44]. There are two trivial invariants: total number of fermions M and number
of fermions of up (down) spins which are conserved due to su(2) invariance
of (81).

The connection with HeisenbergÄvan Vleck chains discussed above comes in
the limit of inˇnite U at M = N (half-ˇlled band). In this limit, fermions are
not allowed to occupy the site twice and hop, i. e., they can interact only via spin
exchange. The spin Hamiltonian, which arises in the lowest order in t/U , has the
form

Hspin =
N∑
j �=k

|tjk|2σjσk. (84)

It is this relation on which Gebhard and Ruckenstein (GR) [45] proposed the
solvable model with hopping

t(j) =
N

π

1
sin (πj/N)

. (85)

They were able to guess the simple effective Hamiltonian which comprises all the
spectrum of HHub with hopping (85) but failed in proving this result analytically.
Note that till now this proof is lacking, despite the physical consequences of the
GR hypothesis were investigated thoroughly [46], and numerical calculations also
support it. Moreover, on the base of (84) yet another model has been proposed
[47] with short-range hopping on the inˇnite lattice,

t(j) = −i sinhκ/ sinh (κj). (86)

The authors of [47] used the hypothesis of the asymptotic Bethe Ansatz for
the model (86) without any proof of integrability and found quite satisfactory
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properties in the thermodynamic limit. They showed also that (86) includes, as a
limit of κ→ ∞, the nearest-neighbor hopping (83) on the inˇnite lattice.

On the base of correspondence with HHub and its limit (84), one can guess
also the integrability of elliptic model with hopping being some ®square root¯ of
elliptic exchange (12). But in all these cases, one has to ˇnd conserved quantities
so as to prove integrability without appeal to any limit or numerical calculations.
This problem is not solved completely till now. But some explicit indications to
the integrability are found and will be discussed later.

In the spectrum of the model with long-range hopping (85), some degenera-
cies were found similar to the degeneracies for the HaldaneÄShastry model [48].
This shows that the model might have additional symmetry besides usual one.
For HaldaneÄShastry model, it was found that this symmetry is given by inˇnite
vector algebra, the sl(2) Yangian discovered before in [49]. It is natural to try
to ˇnd at ˇrst the source of degeneracies for the GebhardÄRuckenstein model
(85). Due to explicit sl(2)-invariance of the Hubbard Hamiltonian, it is useful
to introduce, instead of fermion c-operators, their bilinear spin-like combinations
extending the concept of spin to different sites. Namely, the product of operators
c+jσckτ can be arranged as 2 × 2 matrix (Sjk)στ labeled by spin indices, which
allows one to deˇne the S-operators as

Sα
jk = tr (σ

∗αSjk), S0
jk = tr (Sjk), Sα

j = S
α
jj , S0

j = S
0
jj ,

where σα are the Pauli matrices. Note that Sα
j /2 and S

0
j are the spin density and

fermion density operators. The commutators of these S-operators are

[S0
jk, S

0
lm] = δklS

0
jm − δmjS

0
lk,

[S0
jk, S

α
lm] = δklS

α
jm − δmjS

α
lk, (87)

[Sα
jk, S

β
jk] = δ

αβ
(
δklS

0
jm − δmjS

0
lk

)
+ iεαβγ

(
δklS

γ
jm + δmjS

γ
lk

)
.

There are a lot of other relations between these operators due to their composite
nature. Some of them can be written down explicitly,

Sα
jkS

α
lm + S

0
jkS

0
lm + 2S

0
jmS

0
lk = 4δklS

0
jm + 2δlmS

0
jk,

S0
jkS

α
lm + S

0
lmS

α
jk + S

0
lkS

α
jm + S

0
jmS

α
lk = δjkS

α
lm + δlmS

α
jk + δlkS

α
jm + δjmS

α
lk,

(88)

Sα
jkS

β
lm + S

β
jkS

α
lm + S

α
jmS

β
lk + S

β
jmS

α
lk = δ

αβ
(
S0
jm(2δlk − S0

lk) + S
γ
jmS

γ
lk

)
,

−iεαβγSβ
jkS

γ
lm − S0

jmS
α
lk + S

0
lkS

α
jm = 2δlkS

α
jm + δjkS

α
lm − δlmSα

jk.

These basic relations contain also a whole list of others which appear upon
equating all possible combinations of site indices. In terms of S-operators, the
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Hubbard Hamiltonian reads

HHub =
∑
j �=k

tjkS
0
jk + U

∑
j

((S0
j − 1)2 − 1/2). (81a)

The operators of total spin Iα = 1/2
∑

j S
α
j commute with (81a), their sl2

commutation relations are obtained from (87) by summation over lattice sites,
[Iα, Iβ] = iεαβγIγ . Consider now the operator

Jα =
1
2

∑
j �=k

(
(fjk + hjk(S0

j + S
0
k − 2))Sα

jk + gjkε
αβγSβ

j S
γ
k

)
, (89)

where fjk ≡ f(j−k), etc., and g and h are odd functions. It is possible to show,
with the use of (87), (88), that HHub commutes with Jα if the following set of
functional equations is satisˇed [50],

(gjl − gkl)hjk =
i

2
hjlhkl, j �= k �= l �= j,

ıUfjk/2h0 + gjkhjk = − i
4

∑
l

hjlhkl, j �= k,

∑
l

(fjlhkl − fklhjl) = 0, tjk = h0hjk,

where h0 is a free parameter. It turns out that the only solutions to these
equations just give the trigonometric (ˇnite N ) and hyperbolic (inˇnite lattice)
forms of hopping (85) and (86)! In the trigonometric case one ˇnds

fjk = 0, gjk =
1
2
cot (π(j − k)/N), hjk = i sin−1 (π(j − k)/N),

whereas in the hyperbolic case

fjk =
sinh (κ)(j − k)
U sinh (κ(j − k)) , gjk =

1
2
coth (κ(j−k)), hjk = i sinh−1 (κ(j−k)).

Note that Jα does not depend on U in the trigonometric case. It is natural to ask
to which symmetry does this new vector operator correspond. It turns out that
this symmetry is just Yangian Y (sl2) as it can be seen from the commutation
relations

[Iλ, Jµ] = iελµνJν , [Jα,Kβ] + [Jβ ,Kα] = 0, (90)

where
Kα = iεαβγ [Jβ , Jγ ]− 4δ(Iβ)2Iα
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and δ = −1 in the trigonometric case and 1 in hyperbolic one. The equation (90)
is just the deˇning relation for sl2 Yangian. Note also that for all odd functions
t(j) there is a canonical transformation

cj↓ → cj↓, cj↑ → c+j↑, U → −U, (91)

which leaves the Hamiltonian invariant but transforms the Yangian generators
Iα, Jβ into an independent set of generators I ′α, J ′β of another representation
of sl2 Yangian. It turns out that these two representations commute and can be
combined to a Y (sl2)⊕ Y (sl2) double Yangian. The fact of this commutativity
is nontrivial and is of dynamical origin. To verify it and (90), one needs the
explicit form of the functions f , g, h in (89).

The Yangian operator of the nearest-neighbor chain on an inˇnite lattice
found in [51] can be obtained as a limit of the operator (89) as κ → ∞. In the
limit of U → ∞ for half-ˇlled band, where number of fermions coincides with
the number of lattice sites, one can set S0

j = 1 and recover in the trigonometric
case the Yangian for the HaldaneÄShastry model [48]. Thus, such rather unlike
models as HaldaneÄShastry chain and the inˇnite Hubbard chain with the nearest-
neighbor hopping are in fact connected: they could be considered as limiting
cases of more general model with the hopping given by elliptic functions.

It is worth noting that the presence of the Yangian symmetry does not imply
integrability. To prove integrability, one has to construct the set of scalar currents
with number of its elements at least equal to the number of lattice sites. It was
proved for the Hubbard model with the nearest-neighbor hopping by ˇnding its
connection to spin ladder and with two coupled six-vertex models [44]. These
methods deˇnitely do not work for the GebhardÄRuckenstein model and its hy-
perbolic counterpart. One has to ˇnd another method for constucting integrals of
motion.

To provide examples of the conserved currents which might exist for some
choice of the hopping matrix, consider the Ansatz

J =
N∑
j �=k

[AjkS
0
jk +Bjk(S0

jS
0
k − SjSk) +

+Djk(Sj + S0
k)S

0
jk + Ejk(S0

jk)
2], (92)

which is most general scalar operator bilinear in {S}. By deˇnition, Ajk ≡
A(j− k), etc. The condition [HHub, J ] = 0 with the use of (87), (88) can be cast
into the form of two functional equations

4tjk(Blk −Bjl) + (tjlDlk −Djltlk) = 0, (93)

2(tjkEkl + tkjEjl) + (tjlDkl + tklDjl) = 0, (94)
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the deˇnition of A

Ajk = −2Djk + (2U)−1[−8tjkBjk + 2tkjEjk − rjk],

where

rjk =
N∑

l �=j,k

tjlDlk,

and several ®boundary¯ equations for t, B, and D:

N∑
l �=j,k

(tjlAlk −Ajltlk) = 0,

N∑
k �=j

(tjkDkj −Djktkj) = 0,

N∑
k �=j

(tjkAkj − tkjAjk) = 0.

The ˇrst functional equation (93) is just the CalogeroÄMoser functional equation
(10) with known general analytic solution. The second functional equation (94)
always has solutions for Ejk if t and D are given by solutions of (93). Each
function in these and ®boundary¯ equations can be expressed via basic solution
to (93), and the role of ®boundary¯ equations is to specify the real period of the
corresponding Weierstrass functions, which turns out to be N . The basic solution
reads

ψ(x) =
σN (x + λ)
σN (x)σN (λ)

eνx. (95)

The other functions in (92), (93) are expressed as (recall that tjk ≡ t(j−k), etc.)

t(x) = t0ψ(x), B(x) = −d
4
ψ(x)ψ(−x),

D(x) = d
[
ψ′(x) −

(
h℘′

N (λ)
2

+ ζN (λ) + ν
)
ψ(x)

]
,

E(x) =
dψ2(x)
2

[1− hψ(x+ λ)ψ(−x− λ)],

r(x) = t0dψ(x)[−(N − 3)℘N (x) + h1(N − 2)τ(x) +
+ (τ(x) − h1)(2xζN (N/2)−Nζ(x)) + s],
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τ(x) = ζN (x+ λ)− ζN (x)− ζN (λ), h1 = h℘′
N (λ)/2,

s = −(N − 2)℘N(λ) −
N−1∑
l=1

℘N (l),

where σN , ζN , and ℘N are the Weierstrass elliptic functions determined by the
periods ω1 = N,ω2 = iπ/κ; λ = iα or iα + N/2; ν = iβ; κ, d, h, α, β being
arbitrary real parameters. At these conditions, the hopping matrix is Hermitean.
Besides this general solution, there are the degenerate rational, hyperbolic and
trigonometric ones, which correspond to one or two periods of the Weierstrass
functions. In the ˇrst two cases, the lattice should be inˇnite. Checking the
absence of ®boundary¯ terms is nontrivial task with key formula

[℘(y + λ) − ℘(λ)][ζ(x − y)− ζ(x+ λ) + ζ(y) + ζ(λ)] +
+ [℘(x+ λ) − ℘(λ)][ζ(y − x) − ζ(y + λ) + ζ(x) + ζ(λ)] = ℘′(λ).

These formulas for t, B,D,E, r, A deˇne the scalar current (92) for the model
with elliptic hopping which comprises all the hopping matrices (83), (85), (86)
considered above. At λ being the half-period of the Weierstrass ℘N function, the
function ψ(x) becomes odd and yet another current is obtained from (92) by the
canonical transformation (91).

The presence of scalar currents commuting with Hamiltonian is the ˇrst evi-
dence of the integrability for the Hubbard models with the hopping (95) presenting
the ®square root¯ for the elliptic exchange in HeisenbergÄvan Vleck chains. It is
possible to ˇnd the corresponding two-fermion function analytically [52]. How-
ever, it is seen also that the construction of higher scalar currents is extremely
hard problem and many-fermion wave functions should be also cumbersome and
complicated. Till now, nothing is known even about the ground-state wave func-
tion of the simplest trigonometric GebhardÄRuckenstein model: it is neither of
Jastrow-type as for the HaldaneÄShastry model nor of Bethe Ansatz form as in
the case of the hopping (83).

6. CONCLUDING REMARKS

The main known facts about the integrable HeisenbergÄvan Vleck chains
with variable range exchange and related Hubbard models were reviewed. Many
questions in their theory are still open.

As concerns the integrability of these models, understanding it from the
YangÄBaxter viewpoint is highly desirable. For the spin chains, it is quite prob-
able that the corresponding R matrix is the same as in [33]. The problem of
mutual commutativity of the set of operators (18) might be solved in this way.
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Nothing is known for the integrability of elliptic Hubbard chains except of the
simplest conserved current (92) and two-fermion wave function.

The model with hyperbolic exchange on inˇnite line should have rich variety
of multimagnon bound states which are given by solutions to transcendental
equations 1− (2κ)−1[f(pj)− f(pk)] = 0 as it follows from (55). It would be of
interest to ˇnd more simple way of constructing eigenfunctions of the CalogeroÄ
Moser Hamiltonian with inverse square hyperbolic particle interaction.

The exact equations of Bethe Ansatz type for the case of periodic bound-
ary conditions are too complicated at the present stage of ˇnding solutions to
quantum elliptic CalogeroÄMoser equation at l = 1. One cannot exclude the
possibility of discovering their more simple form which would be of use to verify
the hypothesis of asymptotic Bethe Ansatz in the thermodynamic limit. The con-
struction described above does not allow one neither to do that nor to establish
the correspondence with the trigonometric HaldaneÄShastry model.

In the models on inhomogeneous lattices, the main problem also consists in
ˇnding the proof of integrability for the most general potential of the external
ˇeld (76). The simple formula for the spectrum for the case of the Morse poten-
tial, which comprises rational and HaldaneÄShastry models, still waits analytical
conˇrmation. If one would ˇnd the explicit form of the unitary transformation
of the basic Hamiltonian to its simple effective form (79), a lot of results about
various correlation functions would be obtained for the HaldaneÄShastry chain.

The only known results about the spectra of the related Hubbard models are
given by original work of Gebhard and Ruckenstein [45]. The trigonometric and
hyperbolic versions both have the sl2⊗sl2 Yangian symmetry and scalar integrals
of motion (92). The most challenging problem is to prove the integrability and
ˇnd the Bethe-Ansatz-like formulas for the spectrum of the most general Hubbard
model with elliptic hopping (95). Its solution could clarify the algebraic nature
of the integrability of all the models under present discussion.
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