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SELECTION OF SIGNAL EVENTS IN THE DUBTO
EXPERIMENT

A. Yu. Bonushkina, V. V. Ivanov, G. B. Pontecorvo

Joint Institute for Nuclear Research, Dubna

An algorithm for selection of signal events for the experimental setup STREAMER is proposed. As
a multivariate classifier for the identification of signal and background events we use a layered neural
network. We discuss the feature variables used for event identification, the efficiency of the method
estimated for model data, and present results of its application to real data.

B p Gore npemt r ercs JArOpUT™M OTOOpP CHTH JIBHBIX COOBITHH, NOJYYEHHBIX H OKCIIEPUMEHT JIb-
Hoii ycr HoBke STREAMER. B X 4ecTBe MHOTOMEPHOTO KJT CCU(PUK TOp I UOCHTU(HUK LIHUU CUTH JIb-
HBIX ¥ (DOHOBBIX COOBITHII MCIIONIb3yeTCS MHOTOCTIONH s HeHpoHH s ceTb. OOCYXH I0TCS IPH3H KOBbIE
HepeMeHHbIe, OLEHUB eTcs 3(p(eKTHBHOCTh METOM JUTS MOJETBHBIX I HHBIX, U IIPEJCT BICHBI PE3YNbT ThI
IIPUMEHEHUS METOJ Ul H JIU3 pe JIbHbIX J HHBIX.

INTRODUCTION

DUBTO (Dubna-Torino) is a joint INFN-JINR project aimed at studying different chan-
nels of pion-nucleus interactions at energies below the A resonance at the phasotron of
JINR’s Laboratory of Nuclear Problems. It is based on the streamer chamber technique and
the application of CCD videocameras for registration of nuclear reactions taking place in the
working volume of the chamber.

The apparatus of the experimental setup STREAMER permits one to obtain multiparameter
information concerning the nuclear reactions. Based on this information, one has to identify
the event type. In order to solve this problem, we propose that the artificial neural network
technique should be applied.

In Section 1 we give a brief description of the STREAMER setup and discuss the nuclear
reactions studied. In Section 2 we consider an algorithm for identifying signal events based
on a layered feed-forward neural network. The results of its application to real data are
presented in Section 3.

1. EXPERIMENT

The self-shunted streamer chamber is filled with helium at atmospheric pressure and
serves simultaneously as a thin target and a triggered track detector, which permits obtaining
track images of very-low-energy secondary charged particles. The chamber is equipped with
CCD videocameras, which significantly enhances the advantageous features of the streamer
chamber technique. The arrangement of the chamber together with the CCD videocameras in
the analysing magnet MC-4A is shown in Fig. 1 [1].
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Fig. 1. Sketch of the DUBTO streamer chamber in the magnet MC-4A

The STREAMER setup is located in the pion
beam of the JINR phasotron (see Fig.2). It
involves several scintillation counters that serve
for detecting the beam pions passing through
the chamber and the secondary particles result-
ing from their interaction in the chamber gas, and
for triggering the high-voltage pulse generator.

In Fig. 3 we present, as an example, the video-
image of a three-prong pion-helium interaction
event in the streamer chamber.

The three-prong w*He events with a scattered
pion recorded in the streamer chamber are mostly

Fig. 2. Outline of the experimental setup
STREAMER: 47 x 60 cm streamer cham-
ber and hodoscope of scintillation counters

C1+C9 either

7t4*He — 77 2p2n (1)
or

nt*He — 7t p*H. 2)

We consider process (1) to be the signal reaction, while the second process corresponds
to the main background reaction. In order to find the criteria which can be applied for the
classification of reactions (1) and (2), Monte-Carlo simulation has been applied.

Each event described above and subjected to classification was represented by a pattern
of four feature variables:

— the reaction missing momentum,
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Fig. 3. Video-image of the three-prong 7*He interaction event in the streamer chamber

— the opening angle between the two strongly ionizing particles,

— the missing mass calculated from the pion and proton kinematics (in the case of knockout
this variable equals the triton mass), and

— the sine of the coplanarity angle for the three secondary particles.

Figures 4, 5 present the distributions of these variables for signal and background events.
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Fig. 4. Distributions of the reaction missing momentum (a) and of the opening angle (b) between the
strongly ionizing particles for reaction (1) (shaded histogram) and for reaction (2) (empty histogram)



42 Bonushkina A. Yu., Ivanov V. V., Pontecorvo G. B.

Events Events
700 [ oa | 250 f b
600 |
200
500 |
400 F | 150 | %
300 B 100 [ p ]
B '
200 2 | il
%% 50 F fzs&e& %]
100 &
0 L o 1 0 FRXRKK R
2500 2600 2700 2800 2900 -1 -0.5 0 0.5 1

Recoil invariant mass, MeV

Fig. 5. Distributions of the invariant mass (a) o
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2. ALGORITHM FOR IDENTIFYING SIGNAL EVENTS
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Fig. 6. Distribution of the output signal from
the ANN resulting from processing the set
of test patterns: events corresponding to the
signal patterns are presented by the shaded
histogram

set of events were applied alternately for t

As a multivariate classifier for the identifica-
tion of signal and background events we applied
the feed-forward Artificial Neural Network (ANN)
from the JETNET 3.0 package [2].

The network has four input neurons, to which
a pattern to be analysed is supplied, a single
layer of hidden neurons with a varying number
of neurons and one output neuron. The value of
the output signal shows what kind of event was
analysed.

For the ANN training and testing, the stan-
dard procedure was applied. To this end, events
of two types were generated with the help of the
simulation program: 10000 events of process (1),
and 10000 events corresponding to the main back-
ground process (2).

All the generated events were randomly mixed
and then divided into two sets of equal volume:
the first set was used for the ANN training, and
the second one was applied for estimation of the
ANN performance.

Background and signal patterns from the first
raining the neural network. Upon all the training

patterns having been processed once, one learning epoch was terminated and another started.
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Correction of the weights was performed several times during each training epoch applying

the back-propagation algorithm [3].

After each training epoch the weights were fixed and
the performance of the neural network was evaluated
by using the testing set. Those events for which the
output signal x was greater than the threshold value x;
(set equal to 0) were assumed to be signal events and,
otherwise, the events were assumed to be background.

Figure 6 shows the distribution of the output signals
from the ANN resulting from processing the set of test
patterns: events corresponding to the signal patterns are
presented by the shaded histogram.

The rate of correctly recognized samples was used
as a measure of the neural network performance. The
recognition rate achieved for the test set was 86 %,
which corresponds to errors of both the first and second
types ~ 14 %.

Figure 7 presents the dependences of the distribu-
tion function Fy,(z) = Pr{z < z;} for the background
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Fig. 7. Dependences of the distribu-
tion function F3(x) for the background
events and the function 1 — F,(z) for
the signal events against the value x of
the output signal from the ANN

events and the function 1 — F,(x) (here Fy(x) = Pr{x < x:}) for the signal events against
the value x of the output signal from the ANN. One can see that, if the threshold value x; is
set to 0, then the background will be suppressed more than 6 times.

3. ANALYSIS OF REAL DATA

The trained ANN has been used for analysing

Events

the output signals from the ANN resulting from 40
the processing of 212 real events. 112 events, 35
for which the output signal was greater than the
threshold value, were assumed to be signal events. 30
The admixture of background events correspond- 55
ing to the process (2) is estimated around 14 %.

The kinematic criteria used for reaction iden-
tification in the streamer chamber reveal 117 of
the 212 measured events with a secondary pion to
represent the breakup reaction 7+4He — 71 2p2n,
while the remaining 95, correspond to the knock-
out reaction 774He — 7T p3H.

real data. Figure 8 shows the distribution of E
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Fig. 8. Distribution of the output signals from

We have investigated the possibility of appli-
cation of a layered feed-forward neural network as

the ANN resulting from processing of 212
real events
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a multivariate classifier for the identification of signal and background events in the DUBTO
experiment. The feature variables used for the event classification permitted us to achieve a
recognition rate with model data around 86 %, which corresponds to errors of both the first
and second types ~ 14 % and to a more than six-fold suppression of the background.

Application of the trained ANN for the analysis of real data demonstrated that this method
altogether with kinematic criteria permits increasing the efficiency of identification of nuclear
reactions registered by the magnetic spectrometer STREAMER.
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