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KOMIIBIOTEPHBIE TEXHOJIOTHU B ®U3UKE

PROPERTIES OF GENERALIZED MATRIX SEQUENCE

E. B. Dushanov
Institute of Nuclear Physics, Tashkent, Uzbekistan

In case of a block-tridiagonal matrix, the problem of calculation of generalized double-point matrix
sequence is examined. The general form of an inverse matrix of the bordered matrix is obtained when
the initial matrix is singular. The criterion of existence of the generalized matrix sequence is found, and
the algorithm of calculation of the sequence and the structure elements of the block-tridiagonal matrices
is given.

Hccnenyercs mpobieM  BBIMUCITEHHN 0000IIEHHON ABYXTOYEYHOW M TPUYHOH MTOCIIEOB TEITbHOCTH B
ciyd e GJI0YHO-TpeXIu TOH JIbHOU M Tpulbl. B obiueit opme monydeHn oOp TH M TPHIl U1 OK HM-
JICHHOW M TPHLBI U1 CIIyd I, KON HCXOAH I M TpUL CHHIYIapH . H iinen xpurepuil cylmecTsoB HuS
00001IEHHOH M TPHYHOH IOCIEOB TENbHOCTH, U IMPEICT BIEH JITOPUTM BBIYUCIECHHS IOCIEIO0B TENb-
HOCTH U CTPYKTYPHBIX DJIEMEHTOB OJIOYHO-TPEXOW TOH JIBHBIX M TpHIIL.

PACS: 02.10.Yn; 02.60.-x

INTRODUCTION
Consider the matrix sequence
Ai+1 :qi—piAi—l’f‘i, A2 =A{q1, i:2,...,m, (1)

where {g;}, are quadratic-diagonal and {p;,r;}", are sub (off)-diagonal elements of the
block-tridiagonal matrix in the form:

Pm  gm

Here, the orders of sub (off)-diagonal elements are defined by respective diagonal blocks g;_1
and ¢;.

Let n; be the orders of matrices ¢;. We are interested in the problem of existence of
sequence (1) when some of A; are singularities, i.e., det (A;) = 0. It is known that the
properties of elements A; are connected with the properties of principal upper angular minors
of matrix C' (2). Consequently, when the singularity of A; appears, the existence of sequence
(1) will depend on the invertibility of the next bordered matrix:

, Ao
At = [ v } . 3
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1. METHOD OF CALCULATION OF THE GENERALIZED MATRIX SEQUENCE

It is known that in the case of nonsingularity of matrix A;, the invertibility of matrix
(3) is due to nonsingularity of matrix ¢; — piAjlri [1,2]. We consider certain cases with
nonsingular A;.

If the orders of submatrices ¢;_; and g; are equal, i.e., n;_; = n;, then the invertibility of
one of the next submatrices A; — 75, R Az—pjlqi, and p; — q;r; LA, is the invertibility
criterion of matrix (3). All these cases reduce to the Frobenius Theorem [1].

Let now matrices p; and r; have the general form, i.e., submatrices ¢;—; and g; have
different orders and det(g;) = 0. Then the next theorem takes place.

Theorem 1. The necessary and sufficient condition for invertibility of the general form
of matrix (3) is the invertibility of the matrix F; = Q; — PiQ;llPiT, where Q; = ¢l q; +
Ty, Pi=1TAi+ ¢ pi, Qi1 = ATA; +pFp;, T is the symbol of transposition. Here
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Denote the elements of the inverse matrix for (3) by w;_1, 8;, ¢; and wy, i.e.,

—1
Aoy _ | wi-1 G
Di G Bs w; |
For example, consider the estimation of the next perturbation analysis [3—5]. For matrix (3)
such type of estimation has the form:

Nit1y— i+1y— 1
AT~ = (A7) 1H<maX(Hwi—lH,Hﬂi\l)maX(u,I\Gi—lcil\)m,
where
~ . _ ~ . A+97 7
— E—AH_l AZ»+1 1 , AH_l — |: 7 i—1 7 :l
p=IIE= AR A B

is the perturbation matrix obtained instead of (3), as a result of computation.
Indeed, the matrix consequence

Bj=B; 1(E—-©;.1), 0, 1=E-A"B; 1, Bo=(A"")", j=1.2,...

tends to (A7)~ at ||Qg| = p < 1.
Having expressed ©;_; through Oy we receive

Bj = By — By(©p + 0% +...),

O = [ Oi—qwi—1 Oi—1c ] .

where

0 0
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Hence,
E+0;_qwi—1+ (0iqwi—1)*+... 0 Oi—iwi—1 bi—1c
6 @2 cee — g
0+ S 0 0 0 0
B (E - 9i—1wi—1)_1 0;1¢; Oi1wi—1 Oi_1c
B 0 0 0 0 '
So then,
1B, — (APH) 7| = H{ wg1 } (B —0;_1wi1) hi1wi_1, 0;i1c]|| <

1
< max(|lwi—1][, |[Bi]]) max (g, \|9i71€i|\)m~

The invertibility of matrix A; leads to the continuous existence of consequence (1), i.e.,
the subsequent elements of this consequence will be functions of A;. When det(A;) = 0, the
continuity will depend on nonsingularity of Ai™* (3).

Theorem 2. Let in consequence (1) the A; be singular. Then the criterion of continuous
existence of (1) will be the invertibility of matrix (3) and

Aiyo = Qit1 — Pit1wWiTit1- )

In case of existence of consequence with discontinuation, i.e., singularity of matrix (3),
necessary and sufficient condition of invertibility of matrix C' (2) will be the invertibility of
the induced matrix of the following form:

A A T
Cina = AT = [ pi ¢ —0; ] ’ ©
where 0; = ri+1(Qﬁ1)_1pi+1, Q7 is an submatrix of C' (2).

In case of singularity of matrix Q7% and at det(A;) = 0(7 < j < m + 1) we have the
next matrix-factorized decomposition [6]:

FE
pic1(@)7 B i (@)
C= B X

pjf1(Qg+2)71 E
E
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[ Q) B | ]
At 0 —rip(QL ) tri
X 0 o 0 X
—pi—1(QL ) pin 0 A§“ Tj41

L Pji+1 ﬁz i

[ E(Q1) i ]
E
x (Qg‘+2)71pi+1 E (Qg+2)717”j71 ’
E

. E -

where pk_l(Qf)_l and (Qf)_lrk_l are the matrix half-lines and half-columns, the dimen-
sions of which be detemined by appropriate diagonal blocks Q‘f and qr—1; Tit1 (Qz +2)_1rj_1
and pj,l(Qg +2)*1pi+1 are the matrix elements whose elements will depend on appropriate
diagonal elements g; and q;_1.

Let Ag:'H be singular. If the submatrix Q{ of matrix C is nonsingular, then by virtue of
Theorem 2 the matrix A’™ also is nonsingular and here

Aj=qj—1 —pi—1(Q) "ty =
=qj-1— ijl(A;_H + Q) Pt (AT T i1 (@1 0) T

may be nonsingular. In case, when A; is singular, then Ciq = ]\;H. This type of discontin-
uation of consequence (1) at the point (i 4+ 1) is named the II type of discontinuation.

If the submatrix Q]i is singular, then Aﬁ“ will be singular. Then the induced matrix will
have the following form:

A ris1(Q42) i
C’ind = j 1 <41 )
Pi—1(Q42) " "Pit1 A;

where ]\ZH and Ki“ are nonsingular matrices. This type of discontinuation of conse-
quence (1) at the point (i + 1) is named the I type of discontinuation.

2. ALGORITHM AND RESULTS

For the nonsingular block-tridiagonal matrix C' (2), if its principal upper angular n;_1-
order minors vanish, for any i from (2 < ¢ < m), then the corresponding element A; of
the consequence will be singular [2,3,7,8]. As a corollary of Theorem 2, the following
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matrix-factorization decompositions for C' take place:

g i
—B2 E
—Bi—1 E
C= 0 b X
—Biv1i  —Bix1 E
~Biye E
L —Bm  E |
F A, -
A
Ai T
X X
Pi 4
Aito
. Am -
"B e i
E —c
E 0 —ciit1
x E —¢n , (D
E —Cit2
FE —Cm
. E -
where
ﬂj:—p]’A;l, Cj:—AJITj, j=2,...7 2—1,z+2,m,
Biy1 = —Pip1wi, Gyl = —wiTiy1,
and when det (A;) = 0, we attain 3,41 = —pis1, Cir1 = —Tir1, Bivti = Biv1i

Cii+1 = CiCit1.

Below we will give the algorithm of calculation of consequence (1) and structure ele-

ments (3, c) of matrix (7):
Start of computations:
i=1,Nip1 = qi;

M2 i=i+1;

If det (A;) = 0, then (3)°, otherwise (2)°.
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(2)°

(14)°

1 1 1
Bi = —pil\; e = =N, N = ¢ —pilA] T
If ¢ = m, then computations are over, otherwise (1)°.

If det (g;) = 0, then (6), otherwise (4)°.

fi =N —rig; 'pis

(2l

0

If det (f;) = 0, then computations are over, otherwise (5)

wi=q; ' +q; pif g B = =g pifT e ==
If i = m, computations are over, otherwise (14)°.

If det (p;) = 0, then (9)°, otherwise (7)°.

fi=Aip; ' — s

If det (f;) = 0, then computations are over, otherwise (8)

wi = fi Ap;t, By =

i ei=p " + v af;

If i = m, computations are over, otherwise (14)°.

If det (r;) = 0, then (12)°, otherwise (10)°.

fi = qiry A — pis

lAip;l

3

0

0

-1,
Tiq;

If det (f;) = 0, then computations are over, otherwise (11)°.

-1 1 1 -1 1 -1 1
wi=r; NfT L Bi=ri A NS g e =—f
If 4 = m, computations are over, otherwise (14)°.

Qi—1 = ATA; +pTpi, Qicy = NAT + s

)

If det (Q;_1) = 0 or det (Q;_1) = 0, then computations are over, otherwise (13)°.

Py =rTAi + ¢F'pi, P, = piAT + qir] s
Qi =ql ¢ +r]ri, Qi = ¢:ql + piv};

fi=Q; - PQ  PT, fi=Q;— PQ; ', P
[T = PQNAY)

Wi = fi_l(qz‘T - HQ;JW?)’@ =
If 4 = m, then computations are over, otherwise (14)°.

i=1i+1,0i = —pi,ci = =13, B
If i = m, then computations are over, otherwise (1)°.

End of computations.

(pzT o A?Qi—}1piT)JFi_1§

—Piwi—1,C; = —wi_17T4, Njp1 = @ — Pwi—_173;

Example. Let the block-tridiagonal matrix be given

1
-1
0

-1

-1

O = O =

== O =

o

®)




Computed values of consequence (1) and the structure elements of matrix (8) by algorithm 1° — 14
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0

N1 Wi Bit1 Cit1 Bi+1 Ci+1
1 -1 1 1 1 -1
{ -1 1 } o [ -1 -1 } { 1 1 } o o
0 -1 1 0 0 1 -1 1 0 0
Indef. [0 0} [ 1—1} {o —1} [ 00} {o o}
0 0 —1
| - e | - -

Indef. 0 — — — —

The diagonal blocks have the orders [2 x 2] except for the last diagonal block. In this case
Ao and A4 will be singular. Shown in the Table are the elements of consequence (1) and the
structure elements of the matrix, which were computed on the base of algorithm 1°-14°,
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