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Mock nenko B. A. u ap. E17-2008-56
Jlu rp MMHBII MeTOJ jUld IIPUMECHOI Mojenn AHIEpCOH

IpennoxeHn 1M rp MMH s TEOpPUS B OKPECTHOCTH TOMHOTO IIpENed B HOPM JIBHOM U
CBEPXIIPOBOIAILEM COCTOSHHAX JUld IpuUMecHOi Mozenu AnjepcoH . IIpumecHble 31eKTpOHBI
UCIIBITHIB 0T CHJIBHOE KYJIOHOBCKOE OTT JIKMB HHE MEXIy COOO.

Hosblit MeTox ocHOB H H 0OBIYHON TeopeMe BUK 1714 31eKTPOHOB MPOBOAUMOCTH H H
0600611eHHOI TeopeMe BUK Ul CHIIBHOKOPPETUPOB HHBIX IIPUMECHBIX 3JIEKTPOHOB.

Jlnst cpeqHero 3H 4YEHWs OMep TOp ®BOMIOLHHU AOK 3 H TEOPEM O CBA3HBIX AU IP MM X.

Vet HoBieHsl yp BHeHHd Tun [l #iCOH IS IPOI T TOPOB K K 3JIEKTPOHOB IPOBOAMMOCTH,
T K U IPUMECHBIX 3I€KTPOHOB B HOPM JIBHOM M CBEPXIIPOBOIALIEM COCTOSHHUAX CUCTEMBI.

Hccnenos HO moBeneHue CeKTP JbHOH (DYHKLIUH NPUMECHBIX 2JIEKTPOHOB H NP0 H JIH3HU-
pOB H €e CTPYKTYp .

ITox 3 HO, YTO TEpPMOOMH MUYECKUI IOTEHLM JI 3TOIl CHIPHOKOPPEIMPOB HHOU CUCTEMBI
MOXeT OBITh MPEACT BIIEH, IOCNIe BBEAECHHS MHTETPUPOB HHUS MO BCIHOMOT TEIbHOW KOHCT HTE
ruOpuan3 MU, Yepe3 MOJHBIN POl T TOP MPOBOASIINX 3IEKTPOHOB M €r0 M CCOBBII omep -
Top. JIOK 3 HO CBOWCTBO CT LIMOH PHOCTU BTOIO BBIP XKE€HHS OTHOCUTENIbHO B PU LIUU M CCO-
BOTO OIep TOp .
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Mpenpuatr O6beAMHEHHOTO MHCTUTYT SIEPHBIX HMccnenoB Huil. dyou , 2008

Moskalenko V. A. et al. E17-2008-56
Diagrammatic Theory for Anderson Impurity Model

A diagrammatic theory around atomic limit is proposed for the normal and superconducting
states of the Anderson impurity model. The impurity electrons have strong Coulomb repulsion
between them. This interaction is the main parameter of the theory. The new method is based
on the ordinary Wick theorem for conduction electrons and generalized Wick theorem for
strongly correlated impurity electrons.

For the mean value of evolution operator the linked cluster theorem is proved and the
Dyson-type equations for one-particle propagators of conduction and impurity electrons in the
normal and superconducting states of the system have been established.

The behavior of the impurity electron spectral function has been studied. The structure of
the resonances and their properties are analyzed.

We have proved that the thermodynamic potential of this strongly correlated system can be
presented, after introduction of special integration by the constant of hybridization strength,
as the functional of the full Green function of conduction electrons and its mass operator.
The stationary property of this potential related to the changes of the mass operator has been
demonstrated as well.

The investigation has been performed at the Bogoliubov Laboratory of Theoretical Physics,
JINR.
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1. INTRODUCTION

The study of strongly correlated electron systems becomes in the last decade
one of the most active fields of condensed matter physics. One of the impor-
tant models of strongly correlated electrons is the single-site or impurity model
introduced by Anderson [1] in 1961 and discussed intensively in a lot of pa-
pers [2—-15]. It is a model for a system of free conduction electrons that interact
with the system of a local spin, treated as just another electron of d- or f-shell
of an impurity atom. The impurity electrons are strongly correlated because of
strong Coulomb repulsion and they undergo the exchange and hybridization with
conduction electrons. This model has some properties similar to those of Kondo
model having more interesting physics [16—18]. It has the application for heavy
fermion systems where the local impurity orbital is the f-orbital. Investigations
of Anderson impurity model have used intensively the methods and results ob-
tained for Kondo model by Nagaoka [18] and other authors [19, 20]. All the cited
papers are based on the method of equations of motion (EOM) for retarded and
advanced quantum Green’s functions proposed by Bogoliubov and Tiablikov [21]
and developed in the papers [22-24].

The first attempt to develop the diagrammatic theory for this problem was
realized in the paper [25]. These authors used the expansion by cumulants
for averages of products of Hubbard transfer operators and their algebra. With
introduction of dynamical mean field theory the interest in Anderson impurity
model has increased because infinite-dimensional lattice models can be mapped
onto effective impurity models together with a self-consistency condition [26, 27].

The Hamiltonian of the model is written as

H = Hy + Hins,
Ho = HS + H{,
H§ = e(k) Cyf,Cuo-.
ko
Hg:Efo;rfaﬂ—Un{n{’ (1)
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where Ci,(Cy) and f,(f;}) — annihilation (creation) operators of conduction
and impurity electrons with spin o, correspondingly; e(k) is the kinetic energy
of the conduction band state (k,o); €y is the local energy of f electrons, U
is the on-site Coulomb repulsion of the impurity electrons and N is the num-
ber of lattice sites. Hi, is the hybridization interaction between conduction
and localized electrons. Summation over k will be changed to an integral over
the energy e(k) with the density of state po(e) of conduction electrons, and the
matrix elements will be considered as the function of energy V'(e). Because
of the hybridization term of the Hamiltonian down and up spins of conduc-
tion electrons come and go in the local orbital and there is no appearance of
spin flip process. Thus the important parameters of the Anderson model are
the band width W, the conduction density of states pg(e), the local site energy
€ and the on-site Coulomb interaction U. The electron energies are evalu-
ated from the chemical potential p of the system: e(k) = &(k) — p, € =
€; — . There is also an energy parameter I'(e) associated with the hybridization
term

T(e) = % 3" W2(e - e(k)) = 7V ()pole). @)
k

This function is assumed to be a constant, independent of energy. The term in the
Hamiltonian involving U comes from on-site Coulomb interaction between two
impurity electrons. U is far to large to be treated by perturbation theory. It must
be included in Hy which is noninteracting Hamiltonian. The existence of this
term invalidates Wick’s theorem for local electrons. Therefore, first of all, we
formulate the generalized Wick’s theorem (GWT) for local electrons, preserving
the ordinary Wick theorem for conduction electrons. Our GWT really is the
identity which determines the irreducible Green’s functions or Kubo cumulants.
Such definitions have already been used by us for discussing the properties of
one-band Hubbard model [28-30] and for the formulation of the new diagram
technique for it [31-34].

In Sec. 2, we start by introducing the finite temperature Green’s functions for
the conduction and impurity electrons in the interaction representation. We then
formulate the generalized Wick theorem and in Secs.3 and 4 provide explicit
examples of diagram calculation for thermodynamical potential and full propaga-
tors. The results for symmetrical model are analyzed in Sec.5 and the spectral
function is investigated in Sec.6. In Sec.7 the thermodynamic potential of the
system is expressed as the functional of the full one-particle propagator of con-
duction electrons and its mass operator. This expression, obtained only for the
normal state of the system, has the stationary property about the changes of the
mass operator. In Sec. 8 there are the conclusions.



2. DIAGRAMMATICAL THEORY

The Matsubara renormalized Green’s functions of conduction and impurity
electrons in interaction representation are defined by

Gko,7|K,0/7)=— (TCks(T)Cro (T')U(ﬁ))é, 3
—(Tfo(T)F 0 (FNU(B)), -

/ /
glo,7|d',7)
Besides them, there are also anomalous Green’s functions defined as

= — (TCxo(T)Cro—or (TU(B))g »
— {TC ko (T)Cror (FYU(B))g, (4
— (T fo(T) [ (TU(B))g

- <T7—U'(T)70l (T/)U(5)>(C) )

F(k,o,7 |-k, — o', 7
F(-k,—o,7 | X, o 1

flo,7| =o', 7

/

f(=o, 7|0, 7
if the system is in superconducting state. Here 7 and 7’ stand for imaginary time

with 0 < 7 < 3, B — inverse temperature and 7 is the chronological ordering
operator. The evolution operator U(3) is given by

B
U( TeXp /Hlnt
0

Z /dTl /dTn Hiyg 7—1) Hmt(Tn)) (5)

The statistical averaging is carried out in (3) and (4) with respect to the zero-order
density matrix of the conduction and impurity electrons

e—BHo e—BHS e—BH]

= = X . 6
Tre=PHo  Tre=BH; = p,..—BH] ©

The thermodynamic perturbation theory in Hj, requires an adequate gener-
alization for calculation of the statistical averages of the T-products of localized
f-electron operators. This necessity appears since f electrons are not free. The
Hamiltonian Hy can be diagonalized by using the algebra of Hubbard [28-30]
transfer operators x™" = |m >< n| when the | m > with m = —1,0,1,2 enu-
merates four states of the impurity atom: | 0 > is the empty or vacuum state
with energy Ey = 0, the | 1 > and | —1 > or |1> and ||> are the states with
one particle with energy E, = €¢; and spin 0 = +1 and the state | 2 >=|T|>



contains two f electrons with opposite spins and the energy Fs = U + 2¢4. By
using the relation

fo = X"+ 0x", )
we obtain the diagonalized form of the impurity Hamiltonian
2 2
H =Y E.x", > x"=1 (®)
n=-—1 n=-—1

In zero order approximation, when we neglect the process of hybridization of
the conduction and impurity electrons, the corresponding Green’s functions have
the form (w = w, = (2n + 1)7/3)

1
0 (KK |iw) = Ogor Opp ————
GUU( 5 |1w) 1) 5kk iw—e(k)’
)

— N7 Nz

(i) | (i)’

gga/ = 600’92@”) =

where (T = —0)

)\g(iw) =iw+ Fy — E,,
Mo (iw) = iw + B5 — By,
Zo = e PEo 4 e=PBs 4 o=BE7 4 =Bz
e PEs | =B
Ng = Z—o’
e PEo 4 ¢—BEs

].— T —
T ZO

For the higher orders in the perturbation expansion, in the case of f electrons,
we use the identity which corresponds to our generalized Wick’s theorem (GWT)
for the normal state of the system:

<Tf1f27374>0 = <Tf174>0 <Tf273>0 -
(T f1fs) (T fof 1)y + (T fifofsfs)y (10)
or
93(1,213,4) = ¢°(14)9°(213) — ¢°(13)¢°(2]4) + g™ (1,2]3,4), (11)

where n stands for (oy,7n). The generalization for more complicate averages
of type ¢2(1,...,n|n+1,..,2n) = (-1)" <Tf1...fnfn+1...f2n>0 is straightfor-
ward, namely the right-hand part of this quantity will contain n! term of ordinary



Wick type (chain diagrams) and also the different products of irreducible func-
tions with the same total number of operators. The full irreducible function in
g%(1,...,n|n + 1,...,2n) also appears. For example, g$(123]456) contains the
contribution of 3! = 6 terms of ordinary Wick kind, then appear 9 terms of the
form g0 (1]4)g""" (23]56) and the last term is g{"’" (123|456). The total number
of terms is 16. In the case of g§(1234|5678) there are 4! = 24 terms of ordinary

Wick kind, the 72 terms of the type go(1|5)go(2|6)g§0)ir(34|78), then 18 terms of

type g3 (12/56)g$" (34/78), then 16 terms of the form g°(1|5)gs"" (234]678)
and finally one form gflo)lr(1234|5678). The total number of terms is 131. The
signs of all these contributions can be easy determined by commutation rules.
Thus the definition of the irreducible Green’s functions or Kubo cumulants comes
naturally from our GWT. In the absence of Coulomb repulsion U all these ir-
reducible functions are equal to zero. When U # 0 they contain all the spin,
charge and pairing fluctuations produced by the strong correlations. These defi-
nitions are the simplification of that ones for Hubbard and other lattice models.
The calculation of the simplest irreducible functions, for example géo)ir(12|34),
is rather cumbersome but straightforward. It is necessary to find the values of
chronological averages for 4! = 24 different orders of 71,72, 73 and 74 times and
then to determine their Fourier representation
(0)ir ) . _
g5 ' |01,T1;02,T2|03,T3; 04, T4] =

1 . . . .
= E exp(—iwiT — iwaT + twsTs + twaTy) X
wiwa2wW3zwyg
(0)ir

X gy [01,iw1; 02, iws|03, iws; 04, dws].  (12)
The Fourier representation conserves the frequencies
9" (o1, iwi; 0, iwa| o3, iws; 04, iwa] = BE(wr + wa — w3 — wa) X
~(0)i . . . , . ,
X gé )lr[al,zwl; 09,1ws |03, iws; 04, iw1 + iwe — iws].  (13)
There is also the spin conservation o1 + 02 = 03 + 04. Thus we have the rules
to deal with chronological averages of thermodynamic perturbation theory.
3. THERMODYNAMIC POTENTIAL

First of all, we can determine the thermodynamic potential F' of the system

F:%—%mwwm,

, ) (14)
Fo=——InZy— = Zln [1 +exp (—Pe(k))],
G2



where Zj is the partition function of the free impurity atom, and the other term
is the contribution from conduction electrons. The diagrams which determine the
thermodynamic potential have not the external lines and are named vacuum.

In Fig.1 the simplest vacuum connected diagrams of the normal state are
shown. In the diagrams we shall depict the process of hybridization of C' and
f electrons. The zero order propagators of conduction and impurity electrons
are represented by their solid and dashed lines, correspondingly. These lines
connect the crosses which depict the impurity states. To crosses are attached two
arrows, one of which is ingoing and the other one is outgoing. They depict the
annihilation and creation operators, correspondingly. The index n means (o, 7,)
for impurity and (ky,0n, ™) — for conduction electrons. The rectangles with

2n crosses depict the irreducible g%o)ir Green’s functions of f electrons.
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Fig. 1. The simplest connected vacuum diagrams in normal state. The diagram a) is of
the second and b), ¢) of the fourth order of the theory. Here V,, = V,,/vV' N

Besides the vacuum diagrams of the fourth order shown in Fig.1,b and
Fig. 1, ¢, there is also one disconnected diagram composed from two diagrams of
Fig. 1, a type and containing additional factor 1/2!. Such a situation is repeated
in high order of perturbation theory and permits us to formulate linked cluster
theorem. It has the form

{UB) =exp (U(B))g (15)

where (U(f)), contains only connected diagrams and is equal to zero when
hybridization is absent. If we admit the existence of the pairing mechanism of
conduction electrons, thanks the hybridization, the pairing mechanism appears also
for impurity electrons. This mechanism results in appearance of the anomalous
propagators of both kinds of electrons.

Figure 2 shows some of the simplest connected anomalous vacuum diagrams.
The anomalous propagators are depicted by the thin (solid and dashed) lines with
two opposite directions at the end of them.
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Fig. 2. The simplest vacuum anomalous diagrams. The diagrams a) and b) are of the
second and c), d) and e) of the fourth order of perturbation theory

4. RENORMALIZED PROPAGATORS

Now we shall consider the diagrammatical analysis of the perturbation series
for renormalized propagators (3) and (4). The simplest contributions to such
series are represented in Figs. 3—6. All such diagrams contain two external points
with attached arrows determined by the arguments of Green’s functions and their
kind. At the inner points of diagrams is supposed summation on o,,ky,, and
integration on 7,.

In the same second order approximation of perturbation theory the diagrams
for impurity electron propagators contain new diagrammatical elements namely
the irreducible two particle Green’s functions. These functions can also be normal
or anomalous. The process of their renormalization will be not considered by us,
supposing the necessity of renormalization only for the propagators.

In Fig.5 the diagrams for impurity electron normal propagator are shown.

The last two irreducible Green’s functions of Fig.5 are anomalous because
they contain nonequal number of annihilation and creation f operators enumerated
in the left and right parts about the vertical bare, correspondingly. Thanks the
summation of the infinite series diagrams, the renormalized normal and anomalous
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Fig. 3. The second order perturbation theory contribution for conduction electron normal

propagator
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Fig. 4. The second order perturbation theory contribution for conduction electron anom-
alous propagator

. 0 Vi 0 Vs g
Ng@ (7)o" ) = —e— I e T
o, T 1 2 U’ T’
- . —0
0 % 7o Va 7 _ 7o % o v 7
I D e e O I . — X X > — — e
o7 1 2 o'\t o 1 2 o7
— P A v,
.- X 4 X . —
o, T 1 2 o, 7
=0
0 LEAl2)
\% G° Vo i /F:/(L‘i) Vs Vi " x Vs
AN 1 1%a —»x2
1%—47 —eX?2 X—»— —aX2 —
- - It
! oT o't aqr a7
axt« LTX X X X —*X
ir 0)ir
g (o017 | oamas 0’ 9O (o7 | 01715 02725077 g (oTs oz 00ms | 0'T)

Fig. 5. The second order perturbation contribution for the impurity electron normal prop-
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propagators appear, and now it is necessary to put equal to zero the source of
electron pairs and simultaneously the bare f° and 70 together with anomalous
irreducible Green’s functions. The corresponding contributions to the anomalous
impurity electron function f,, (7 — 7') are depicted in Fig. 6.

e 0 i 0 Vs q°
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Fig. 6. Anomalous impurity electron Green’s function in the second order perturbation
theory

The final equations for the renormalized functions are more convenient to
write down in the Fourier representation

G(ko, 7k 0’ 7") = %ZGUW (kak/| iw) exp [_iw(T — 7'/)} )

1 ,
F(ko,7| =X, ,—0o',7) = 3 Z F,& (k, —k'|iw) exp [—iw(r -7 )} )

The complete equations for the conduction electron propagators have the
form:

Goo (k, K |iw) = Ok o0 GO (K| iw)+

A

(G (k[iw)goo (Iw) G2 (K [iw)—
— GO (iw)fyz (iw)Fary, (—K'|iw)) — FOu (k|iw)gs/z (—iw) Foy (—k|iw) —

— Fyy (kliw)fzo (iw) G (K'[iw)), (16)



F5(k, —k/l iw) = Fg;(kl iw)ékkf&w/—i—

VieVie 0 s C N0 L

+ T(Gg(khw)gm,z (iw)F )z (K|iw)+

T GO (K)o (1) G2 (K| — i) + FO (Klieo) g (— i) G (K| — i)~
— F2(|iw)f50 (iw)FOo (K |iw)).  (17)

These renormalized propagators are expressed through the full propagators g, f
and f of impurity electrons.
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Fig. 7. Dyson-type equation for the normal propagator of impurity electrons. Double
dashed lines depict full electron propagators. The arrows on them distinguish the normal
and anomalous ones. The squares with attached arrows depict the correlated functions. On
double repeated indices 1 and 2 is supposed summation by o,, and ky, and integration by 7,
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Fig. 8. Dyson-type equation for one of anomalous Green’s functions of f electrons
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Now it is necessary to obtain the corresponding equations for the full impurity
electron propagators. Because the subsystem of f electrons is strongly correlated
we have to introduce the correlation functions Z,4,Y,s and Yz, which are
represented by strong connected diagrams with irreducible Green’s functions [31-
35]. The process of renormalization of f-electron propagators is shown in Figs. 7
and 8, where the double dashed lines depict the full f-electron functions and the
rectangles represent the correlation functions A,, = gga, + Zyor, Yoor and Ya,.
The second equation we shall depict for anomalous propagator f of the impurity
electrons (see Fig. 8).

In both these equations the bare conduction electron propagators G2 (k|iw),

. -0 .
FY_(k|iw) and Fg,(—k|iw) play the role of mass operators for the f-electron
propagators. It is easy to see that these functions participate in above equa-
tions being averaged on the Brillouin cell with matrix elements of hybridization.
Therefore we define the new quantities:

E Vi Vi, G0 (kq, 01, 71 k2, 02, 72) =
k]_kz

1
= N Z |Vk1|2G210'2 (k|7—1 - 7—2) = 5010'2G21 (7—1 - T2)7

k1
Z VkIVk2 k1701,71|k2,02a72)
k1k2
]. 2—0 _ =0
- N Z |Vk1| FE102(_k1|7—1 - 7'2) = 50102F5101 (7—1 - 7—2)’

ki

— E Vie, Vi FO (k1, 01, 71 [ k2, T2, 72) =
klkz

Z Vie PF2 5, (k1|71 — T2) = 05105 FO 5, (11 — 72). (18)

These definitions give us the possibility to simplify the structure of equations for
the f-electron propagators. By using these average bare propagators GO, F2

and Fgg and the Fourier representation for 7-variables we obtain
Ay (iw) — GL(—iw)[Ay (iw) Az (—iw) + Yoz (iw)Yzq(iw)]
dy (iw) ’

go (iw) = (19)

. —0 . . . = .
_ Y&, (iw) + Fw(zw)(Ag(z;J)é:g—zw) + Ygg(zcu)Yg[,(zw))7 20)

11



_ {Yoz(iw) + Fo(iw)[(Ay(iw)Az(—iw) + Yoz (iw)Yzq(iw)]} 21
dy (iw) ’

dy(iw) = (1 = Ay (iw) G2 (iw)) (1 — Ag(—iw)GL(—iw)) + Yoo (iw) F2 (iw)+
+ Yo (i) Fag (i) + Fray (i60) F (1) Yoz (i) Vo (i) + Ao (i) Agy(—io)+
+ GL(—iw) G (iw) Yoz (iw)Y 5o (iw).  (22)

In the previous part of the paper we supposed the existence of pairing poten-
tial of conduction electrons with order parameter A and with the bare propagators:

iw + e(k)
(iw)? — E2(k)’

0 sy 0 iy A . (23)
Fo’E(k|1w) - FEU( k|1w) - (iW)2 _ EQ(k)’

E(k) = /2(k) + AZ.

GO (k|iw) =

Now we shall discuss the case when the pairing potential is absent and the super-
conducting state appears simultaneously with both subsystems as a consequence
of the broken symmetry and phase transition. In this more simple case the
renormalized conduction electron propagators have the form

Gaa/ (ka k/|iw) =

= BB G (Klie) + T GO (i) ()G (K i), (24)

Vka

Fo5 (k,—kl|iw) = GO (k|iw)f,z (iw)GL (—k| — iw), (25)

Gg(k|iw) = (iw —e(k)) ™. (26)

The renormalized propagators of impurity electron in this case are:

go(iw) =
_ Ay (iw) — GL(—iw)[As(iw)Az(—iw) + Y,z (iw)Y 50 (iw))] 27)
dy (iw) ’
= Y5, (iw) . i) = Yoz (iw)
fﬁa (Z(U) - da (ZW) ) foa( ) do' (zw) ) (28)

12



do (iw) = (1 = Ao (iw) Go (iw)) (1 — Ag(—iw) Go(—iw))+
+ G5 (—iw) G (iw) Yoz (iw) Yo (iw).  (29)

Equation (24) has been established many years ago in the paper of Anderson [1]
by using the equations of motion of conduction electron operators. In this equation
the propagator g, (iw) has the role of ¢-matrix for non-spin-flip scattering. By
setting k = k' in G, (k, k'|iw)

1 Vil?g, (i
Vi (iw)

Goll Kliw) = 205 + N(w = ()2

(30)

and considering the Lehmann spectral representation it is possible to conclude
that the discontinuity of g,(E) across the real axis is pure imaginary [8]

9o (E +19) = [go(E —i0)]*. 3D

Green’s function g, (iw) has been known till now in approximate form as a
result of special decoupling mechanism used for equations of motion of quantum
Green’s functions. As is known, in such a decoupling approximation some com-
binations of operators are taken off the average value of product of operators and
are replaced by their average values. After that truncation the Green’s functions
of low order remain. This approximation has been proposed by Bogoliubov, Tiab-
likov, Zubarev and Tserkovnikov [21-24] and used by other authors [2-14,18].
The hybridization of conduction and impurity electrons causes the appearance of
mixed Green’s functions:

Gm (kv g, T|J,a T,) = - <Tcko'(7—)?a/ (T,)U(5)>(c) )
Fm (kv ag, T|Ela 7—/) = - <TCk0' (T)fﬁ’ (7—/ U(ﬁ»(c) ) (32)
Fm(_kv Ev T|J,a T,) = - <T67k5(7—)70/ (T,)U(ﬁ)>(c) 9

and also

[

G™ (o, 7|k, 0’ ,7") — (T fo(1)Cxor (T)U(B)), »
Fo,7| - k,3,7) = —(Tf,(1)Coxz (TU(B))g» (33)

F"(@, 1k, o', 1) o

—(Tf#(7)Cra (T)U(B)), -

Let Gpoor (kliw), Frnos (kliw) and Fr,5, (k|iw) be the Fourier representation of
-=m

the first group of Green’s functions and G, (k|iw), F%, (—k|iw) and F,, (k|iw)
of the second group.
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In the presence of superconducting pairing of conduction electrons we obtain
the following results:

Vi

Guigr (i) =~ [ i) (i) — P (i ()]
P (i) =~ [GY (Kl (1) + B (i) ()] . 39
oo (~Kliw) = X%[G%(—k|—iw)faa«iw)+F§g<—k|iw>gaa/<iw>}.

For the second group of mixed propagators we have

G (kfiw) = f—ﬁ [0 (1) G i) — By (1) F D, (—Ki)]
7 (—kliw) = \‘//—;{_\/_[gw/(iw)F (kliw) + £, (iw)G (k|1w)], (35)
Pop (i) = =K [Ty ()G (i) + o (1) F5r (K]

Now we multiply the system of operators (33) by V;/ VN, and after summing
over k, use the definitions (18) and supposing the paramagnetic phase of the
system. Then we obtain

1 =0

i) = = 3 RCT (i) = g (1) GO(1w) — Fyg (i) Foy (i),
VN

F2 (iw) Z Vi Fg(—kliw) =

= 9o (i) Fop(iw) + for(iw)Ga(—iw), (36)

o (iw) = \/_ka ' (kliw) = go(—iw)Fa, (iw) + Fzo (iw) GO (iw).

When the superconducting state is established in the both f and ¢ subsystems,
simultaneously, and the bare anomalous Green’s functions of conduction electrons
are equal to zero, the above equations become more simple:

Gl'(iw) = gs (z’w)Gg (iw),

F(iv) = for(iw)GL(—iw), (37
F?a(iw) = TEG.(Z.LU)GS.(Z.(U).



For the second group of mixed functions in the same conditions we obtain

Gmo (iw) G (iw)go (iw),
Fmo’?(iw) = ( ) _3( ) (38)
Frge(iv) = Gg(—iw) [z, (iw).

Further we shall restrict ourselves only to consider the case of a paramagnetic
system in the normal state. The equations for corresponding Green’s functions of
conduction and impurity electrons became:

Go(k, K |iw) = 0Oa¢Go(kliw) + —X ka, G2 (k|iw)g, (iw) G2 (K'|iw),
L A, (iw) SN 0y .
go' (Zw) - 1 _ Aa (Z(U)Gg. (Zw)v AO’ (Zw) - ga (ZW) + ZO' (ZW), (39)
where
0 _ 1 260 (k /
G, (iw) Z|Vk| G, k|iw) = [ de—————= .

Here po(e) is the density of states of the bare conduction band and matrix
element of hybridization Vi is supposed to be dependent on the energy. Equa-
tions (39) are exact, but for correlation function Z,(iw) doesn’t exist an exact
Dyson-type equation and only approximate expressions can be available (see
Fig.9 in this paper). The diagrams of Fig. 10, b type are omitted in this investi-
gation. Our main approximation comes to the summation of the ladder diagrams
which will be enough to obtain the leading contributions of the spin and charge
fluctuations. This approximation has used only the simplest irreducible Green’s

function géo)ir which is iterated many times. It has the form:

B8
Zgo!(T—T) = /dT1/dTQ Moy o1, m|og, T3 07, 7]
0

kikzo102

1 *
NVIQ Vk2G0'20'1 (kz, 7—2|k1a 7—1)7 (40)

or in Fourier representation

0)1r
Zyo! E E E G5 oy iw; o1, iws |og, w0 iw]

w1 o102 kike

1 .
NVI:I Vk2 Gazal (kl, k2|1w1). (41)
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Fig. 9. Schematic representation of the main approximations for the correlated functions.
The solid double lines with arrows depict the renormalized one-particle Green’s functions
of conduction electrons. The rectangles depict the irreducible Green’s functions of impurity
electrons

Here we take into account the conservation law of the frequencies:

)ir[

©irg o i
g5 [0, iw; o1, 0w |01, dwr; 0 iw'] =

= 30(w — w')ﬁgo)ir[a, iw; o1, 1w |02, tw; o iw].  (42)
In paramagnetic phase we have more simple equation (¢’ = 0):

1 ~(0)ir . . . . .
Zy(iw) = —BZZQS)) [0yiw; 01, iw1 |01, twr; 0,1w] Gy, (iwr), (43)

w1 o1
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Fig. 10. Examples of the simplest ladder diagram for g function

where

1 .
Goiw) = + > W Vi, Go (K1, Kaliw). (44)
kikz

On the base of equations (9) and (39) the last function (44) can be presented in
the form:

Y (iw
Goli) = G3(10) + [G3(16)0 (i) = 1 o 49)

By using the definition (39) of correlation function of normal state A, (iw)
and approximation (43) for function Z,(iw), we obtain the final integral equ-
ation for A,:

A,y (iw) = 91(70) (iw) — %Z Zgéo)ir

Gy, (iwr)
1-— Agl (iwl)Ggl (iwl) ’

[0,iw; 01, iw1 |01, iwy; 0, W]

(46)

In the following Section of this paper we shall discuss the simplest case of
symmetric impurity Anderson model with the condition 2¢; 4+ U = 0.
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5. SYMMETRIC MODEL

In the simplest case of symmetric impurity Anderson model when ¢y =
—U/2 < 0and ey + U = U/2 > 0 we have more simple equations:

0/ _ w

9ol = G-
Zo = 2ltep(-fe) =201 +esp(U/2), @D
ne, = 1/2,

and the antisymmetry property of zero order impurity Green’s function g2 (—iw) =
—g9(iw) takes place.

Additionally we assume the evenness of the matrix element V' (€) and of the
bare density of state pg(¢). In this case the function GO (iw) is also antisymmetric
GY(—iw) = =G (iw).

Thanks to these antisymmetry properties, we may look for an antisymmetric
solution

Ay (—iw) = —Ag(iw) (48)

of equation (46). Analytical continuation of these functions have the property of
oddness of their real parts and evenness of imaginary parts

go(E+id) = —go(—E—ib),
GYE+i6) = -GY(-E—id), (49)
AY(E+i8) = —A%—FE —if),
where
GY(E+i6) = I(E)—il(E),
I(E) = P/'V |2 (© (50)
I(E) = #lV(B)]? po(E)-

I(E) is the principal part of the integral. This function is antisymmetric. T'(E)
is the band width of the virtual level and an even function of energy. The sym-
metric impurity Anderson model has the advantage to be of a simple form for
the irreducible two particles Green’s functions in different spin and frequency
channels. In this special case we have [31,32]

BU/2)%(1 — dwwr)

Al : _ :
[(iw)2 — (U/2)2][(iwn1)? — (U/2)7]

(1)

0,1w; 0, iw1 |0, tw; 0, lw] =

18



)ir[

0,1w; T, iw1|7, iwy; 0, iw] =

U {w (1 - exp (8U/2))

~(0
i

2 | 2 (1+exp(BU/2))w? + (U/2)][w} + (U/2)7]

3 BUS(w — wy) exp (BU/2) .
[+ o (B0)2)2 + (U212 + (U2

N BUS(w + w1)
([ + o (BU/2)2 + (U227 + (U2

2 2
TR e A
1

1 (02 + (U2

5+

+ (52)

)
w? + (U/2)°Plwi + (U/2)]] )

Now we come back to equation (46) and note that thanks the antisymmetry

property (48) of A, (iw) only those terms of equations (51) and (52) which contain

Kronecker §-symbols give the nonzero contribution in the right-hand part of it.
The result of summation has the form:

iw N 3(U/2)? GO (iw) .
(iw)? = (U/2)? * [(iw)? = (U/2)*? [1 = Ao (iw)GY (iw)]

Ao (iw) = (53)

We notice that the scattering channel with opposite spins (52) gives in equa-
tion (53) the twise contribution in comparison with parallel spin channel (51)
and both of them are added together giving the factor 3 in the right-hand part
of equation (53). There are two solutions of equation (53) and we take that of
them which has the correct asymptotic behavior A, (iw) — 7= when |w| tends to
infinity. This solution has the form:

1
T 269 (iw)[(iw)? — (U/2)?]

—[(iw)? = (U/2)? — iwG® (iw)]\/1 — 12Q(iw)} . (54)

Ay (iw) {[(zw)2 —(U/2)? + iwG2 (iw)] -

where

iy (U/2)GY (i) ’
Q) = (= W i) &

We have used that branch of square root which gives one when Q(iw) tends to
zero. On the basis of equations (39) we obtain the renormalized impurity electron
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propagator

g(iw) =
2[g° (iw)[G° (iw)] ™" + 3Q(iw) (¢° (iw) — [G°(iw)]1)?]

([GO(iw)] =t = g°(iw)][1 + /1 = 12Q(iw) + 6Q(iw)(¢° (iw) GO (iw) — 1)](56)

In the last equations the spin index o is omitted because it is not significant.
Equation (56) has been obtained by taking into account the spin and charge
fluctuations contained in the correlation function Z, (iw).

The spectral function of the impurity electrons is equal to

A¢ (E) = —2Img (E +19), (57)

where g(E + i) with 6 = +0 is the analytical continuation of the Matsubara to
retarded Green’s function. In absence of the correlation function Z, (iw) instead
of equation (56) a more simple form appears

go (iw) 1

Iiw) = =
9o (iw) 1—g9(iw)Go(iw) (g0 (iw)] " — GO (iw)’ oY

o

which can be named as Hubbard I approximation. This equation contains the
zero order Green’s function g°(iw) determined by equation (47) and averaged by
hybridization conduction electron function G2 (iw) of equation (50).

Analytical continuation of equation (58) gives

1
(U/2)2E—1 — 1(B) +i(E)’

95 (B +1i0) = — (59)

We shall compare our renormalized spectral function (57) with more simple bare
quantity A(}(E):

AY(E) = —2Img°(E +i6) =

2m8(5 — (U/2PE ) =7 (5B~ )+ 8B+ 5)) . 0

and the value Afc(E) obtained in Hubbard I approximation:

oT(E)

I — —9Tma’ 1) = '
Ap(E) = —2hmg (B 10) = o it 1B+ T(E)

(61)

Here the odd I(E) and even I'(F) functions are determined by equation (50).
Two resonances of equation (60) situated at energies E = i% have not the
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width. After some interactions taken into account by Hubbard I approximation a
new spectral function (61) appears. It has two resonances with shifted values of
energies F = +Fj determined by the presence of function I(E):

2
Ey — w2y _ I(Ep) =0. (62)
Ey
These resonances are broadened by the presence of the function I'(E), which
is the width of the virtual level. This function I'(E) determines the height and
width of both resonances. Near the new values of resonance energies £Fjy we
can approximate (61) with more simple Lorentzian forms:

2r

Y2(E F Ep)? + T2 (63)
where
u\®
Y=1+ <2—E0> — I'(Ep), (64)

and FEj is determined by equation (62).

Both approximations (60) and (61) give the zero value of spectral functions
on the Fermi surface, where £ = 0. The correctness of the result has to be
verified by the sum rule

/ A¢(E)dE = 2. (65)

Equation (60) fulfils this condition. If we omit for the simplicity function
I(E) in equation (61) we can verify also the fulfillment of this condition for
equation (61), but not for its approximations (63), because the parameter v is not
equal to two. Some details connected with the choice of the density states can be
found in Appendix.

In the next Section we use equations (55) and (56) to obtain more complete
spectral function of impurity electrons and to verify the existence of the resonance
at zero energy.

6. RENORMALIZED SPECTRAL FUNCTION

Analytical continuation of equations (55) and (56) which are necessary to
calculate the spectral function have the form

g(E +id) = [[GUE +i0)] 7 — ¢°(E +i6)] ' x
| 219°(E +i0) GO (B +6)) 1+ 3Q(E +i6)(¢°(E +0) — [G°(E +i6)]1)?]
[1 +/T—12Q(E + i0) + 6Q(E + i6)(¢°(E + i6)GO(E + i) — 1)
(66)
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UG(E + i5)/2 )) -

E+1i) =

QE + i) <E2 —(U/2)2 = EGO(E +i0
First of all, we shall analyze the behavior of the renormalized Green’s function
on the Fermi surface for ' = 0. Near the value of the energy F = 0 we can
approximate the quantity Q(E + id) by the expression

2
Qe+ i) o=~ (252 (68)

and supposing the smallness of the parameter 2I'/U we can approximate equa-
tion (66) by more simple one:

6Q(F + i9)
GO(E +i8)[1 + /1 — 12Q(E + i6) — 6Q(E + )]

For little values of energy we have
6(2r/U)*  [-EI'(0) +i(T(E) + I'(0)2E?/T(0))]
2(B) + E21'(0)* {1 /14 12@0/U) +6 (2F/U)2}

g(E +1id) ~

(69)

g(E +1i9)

The spectral function of impurity electrons in the region of little values of
energy F is different from zero and has the form

12 (2T /U)? /T(0)
{1+6(2F/U)2+ 1+12(2F/U)2]

A;B) =~ (70)

In Appendix the values of the quantity I’(0) equal to 4p(0)V2(0)/W or
7V2(0)p(0)/D for two different models of density of states are cited. The
result (70) differs essentially from the zero value obtained in such more simple
approximations for Ay(E) as A}(E) and Afe(E) Thus we have established the
existence of two resonances at energies ¥ = £ F, determined by (62) and the
peculiarity £ = 0. We can find the corrections to the spectral function A(E)
at two resonances F© = +FEj,. With this end in view, we determine the quantity
Q for £ = Ey

2
Qe+ i) = - (1(8) ~ (D) (g )

where we suppose that the value Ej is inside the edges of the band width. After
some calculations made with the supposition that the quantities I(Ey)/I'(Ey) and
UI(Ey)/2EI'(Ep) are large and superior in number to one, we obtain

1 4E

Ar) = B (U 2k UT(Es)
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This quantity essentially differs from the value Aff(Eo) = 2/T'(Ey) being con-
siderable less. Thus the process of renormalization of the impurity electron
propagator results in the appearance of the peculiarity at £ = 0 and to diminution
of two resonances situated at £ = +FEj.

The full spectral function can be calculated on the basis of equations (66)
and (67). In Fig. 11 the results of numerical investigation of the full spectral
function are presented for different values of theory parameters. For comparison
in this figure the result obtained in Hubbard I approximation is also presented. As
can be seen from Fig. 11, there are two sharp resonance peaks near the energies
E = +Fy and smooth behavior near E = 0. The distance between peaks is
determined by parameter U and the height and width of peaks are determined by
parameter I'.

-0.8 -0.4 0 02 04 06 08 1
EIW

Fig. 11. Spectral function Ay(E) x W for different values of the theory parameters as
function of energy E/W in the Hubbard I approximation (case a) and in our ladder
approximation (cases b and c). In the cases a and b: U = 1eV, W =2eV, I =
0.1eV andincase c: U =1.5eV, W =2eV, I'=0.15eV
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7. THE STATIONARY PROPERTY OF THERMODYNAMIC POTENTIAL
IN THE NORMAL STATE

The full one-particle Matsubara Green’s functions of conduction and localized
electrons in interaction representation are defined in Sec. 2.

In this Section we define the local operator for conduction electrons in the
form

1
by = — Vi Cko - 71
\/Nzk:kk (71)

The corresponding full conduction electron Green’s function has the form

Goo'(T=7') = —(Ths(rber (*)U(B))5 (712)
where U(f3) is the evolution operator (5).

Because the matrix element of hybridization Vj is absorbed by local operator
bs it is convenient to introduce a new parameter A, which will be associated to
each vertex of the diagrams. In such a way the order of perturbation theory will
be determined by A and not by the matrix element Vi of hybridization which can
be present even in zero order Green’s function. In the last stage of the calculation
A will be put equal to one.

In zero order of perturbation theory the Fourier representation for the con-
duction electrons is determined by the formulae

GO (iw) = 5[,[,/G0(' ),

0 IVkI2 (73)
G (iw) N Z o

The presence in the definition of zero order Green’s function GY of the
square of matrix element of hybridization is the consequence of our equation (71)
but not of the perturbation. The thermodynamical perturbation theory gives us
in the normal state the results for one-particle Green’s functions presented in
Figs. 12 and 13. The double solid and dashed lines depict the renormalized and
the thin lines the bar propagators of conduction and impurity electrons. The lines
connect the crosses which depict the impurity states. To crosses are attached two
arrows one of which is ingoing and the other one is outgoing. They depict the
annihilation and creation of the electrons, correspondingly. The crosses are the
vertices of the diagrams and a A multiplier is attached to each of them. The
index n means (oy,,7,). The summation on the index o, and the integration
on the 7, are intended. The rectangles with 2n indices and crosses depict the
irreducible g( )lr[ ,..., | n+1,...,2n] Green’s functions. The sign of diagrams is
determined by the parity (even or odd) of the permutation of the Fermi operators
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necessary to obtain the diagram. Using Feynman’s rules, it is possible to establish
the next equation for the diagrams shown in Fig. 12:

Goor (T — |A> GOy (T — 7 )+

dT1 /dTQ oo (T = T1) Ao 100 (T1 7'2|)\))\Ga2a (T2 —T) (74)

0’10’2 0

On the basis of the diagrams depicted in Fig. 13, it is possible to establish
the following Dyson-type equation for g,,:

) 0 o 0 o[ ke k3
G __ G i G’ A 9 _ A G 1o X o i
oT o' oT o7 oT 1 2 o't or 1L 1
gV, 203,4) 7
3%~ 24
:u .(/0 0
7 G
GO N @ NG NN o[ % k5
+ - - - - —1 0 AL 0 —
oT 1 2 3 4 o't G G
15 6 i
o 7 e 2.6
4[5 2 [k K3
GO N ¢ A GO A fell qo % GO N ¢ N @
-1 - -1 -.-
3 6 o 1 - 4 5 S 1t
T WA T T e 5 0T
e
3 X/‘G” X |4
. L S S A S A S A S A W AR 5 e
or 1 2 3 4 5 6 o Zo1| A6 lego
oT

)
g (1,2,34,5,6)7 "
Fig. 12. Diagrams of the first six orders of perturbation theory for the conduction electron

propagator. The thin solid lines represent the conduction electron propagator and dashed
lines — the impurity electron propagators of zero order. Double line represents the full

propagator

Joor (T — Tl|/\) = Ao/ (T — Tll/\)—f—

B B
S [dn [ drata (1 = NG, (1 = G2 = 7). (75)
0 0

0102
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Fig. 13. Some diagrams for impurity electron propagator g,,/(7 — 7’). The last three
diagrams contain the correlation contributions. Two of them are strong connected and the
last one is weak connected

where

Ao (T =T |N) = 900/ (T = T') + Zoor (T — T |N). (76)
Here Z,,/ is the new correlation function which contains an infinite sum of the
irreducible Green’s functions. As was underlined above, this function contains
all spin, charge and pairing fluctuations and is the main element of our diagram
technique.

Diagram representation of the correlation function A,/ (7 —7 |\) is depicted
in Fig. 14.

The series expansion of the full propagator Gy, (T —
detailed representation of this quantity.

By using the Fourier representation of Matsubara functions on the base of
equations (74) and (75), we have

7') can give us more

o G (iw)
Goliwl) = T et e 7
9o (iw|A) = Ao (i) (78)

1= Ay (1w NGO (iw) A2
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Fig. 14. Diagram representation of the correlation function A,,/. Double solid lines depict
the renormalized conduction electron propagators G,o/(7 — 7 |A). The arguments of
irreducible functions are supposed arranged in the clock wise direction

Equation (77) for conduction electron propagator is the Dyson one with mass
operator determined by the correlation function of impurity electrons:
Yo (iw|\) = A2 A (iw|\). (79)
When ) is equal to one these quantities coincide.
Equation (78) for impurity electrons is of Dyson type and coincides, for
A = 1, with other equations obtained for strongly correlated electrons [31-35].
In equations (77), (78) the parameter A can be taken equal to one and can be
omitted.
The thermodynamic potential of our strongly correlated system are defined
in Sec.3
In Fig. 15 some of the simplest vacuum diagrams in the normal phase of
the system are depicted. The first three diagrams are of chain type and are
originated from the ordinary Wick contributions. The last three diagrams contain
the correlation functions and are determined by the new contributions of GWT.
The factor %, where n is the perturbation theory order, present in these diagrams
makes it difficult to carry out the summation over n. As is usual in such cases [36],
we employ a trick, that of integrating over the interacting strength A. The result
of this procedure is depicted in Fig. 16. Now we shall use the diagrams of the
conduction electron propagator G, depicted in Fig.12 and these of A, from
Fig. 14 to combine them in such a way to obtain the vacuum diagrams of Fig. 16.
Either diagrams of Fig. 16 of the n order of perturbation theory can be considered
as the product of the contribution of order n; from G, and of the contribution
of order ny from A, with the condition that n; + no = n. There are in general
case different possibilities to arrange such a contribution and the number of these
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Fig. 15. Connected vacuum diagrams of the second, fourth and sixth orders of perturbation
theory
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Fig. 16. The result of integration over the interacting strength of the vacuum diagrams

possibilities is determined by the numerator of the fraction before the diagrams of
Fig. 16. The denominator of this fraction is determined from Fig. 15. Therefore,
we obtain

16} B A
wENE =2 Y / dn / dry / s (11 =72l N ) S (ra— 1| N) =
0 0 0

0102

g

A
Z/ o (iw| N )2y (iw|N).  (80)
“ 0



The thermodynamical potential becomes equal to

F= F0+ﬁZZ/dX (iw|X) Sy (iw]| ). (81)

From this equation we obtain

5‘)\ ﬂZZG (iw|A) g (iw|A). (82)

Expression (81) for thermodynamical potential contains additional integration over
the interaction strength A and is awkward because of it. As was proved for non-
correlated many-electron system by Luttinger and Ward [36], this expression can
be transformed into a much more convenient formula.

We consider the following expression:

—% Y exp(iw0 ™) {In[GY (iw) So (iw|A) — 1]+

G (1IN (1N} +Y7, (83)

which is the generalization of the Luttinger—Ward equation for strongly correlated
systems. Here Y’ is the sum of closed linked skeleton diagrams with full G,
function as a contribution of conduction electron lines.

In Fig. 17 some of simplest skeleton diagrams are depicted. These diagrams
depend on the interaction strength A\ not only through the factors in front of each
diagram but also through the full Green’s function G, (iw|\).

—_

/o X “
L b Azm - m —5 s

L = = ) L
— )8 — =8 5

Fig. 17. Closed linked skeleton diagrams. The double solid lines correspond to full
propagators G (iw|A) of conduction electrons. The rectangles correspond to the correlation
functions of the correlated electrons
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From equations (77), (79) and (83) we obtain

oY 1 oYy’
— = ¥, (iw|\) G2(iw|\) + —— 84
Sy~ N G + g s (84)
where, from Figs. 14,17 and definition (79), it follows that
oy’ A2 Yo (fw|A)
— = A, (iw|]\) = —/———2. 85
3G,y ~ g N =""5 ®

As a result, we obtain the stationary property with respect to changes of the

mass operator:
)4

FORY I (86)

)4
Now we shall find the quantity % By the stationary property of ¥ we can

ignore the dependence of ¥, and GG, on A and take into account only the explicit
dependence of X in Y, depicted in Fig. 17. From this figure it is easy to obtain

)4 oYy’ 2 ) .
ASy = A5y Is= B;;ag(wng(wm. (87)
From equations (82) and (87) we obtain

oF oY

The consequence of this equation is the solution
F(X) =Y (\) + const. (89)

For A = 0, we have Y(0) = 0 and F (o) = Fy. Therefore, const = Fp.
The final result has the form

8. CONCLUSIONS

We discuss the Anderson impurity model and take into account the strong
electronic correlations of the impurity electrons by elaborating the suitable di-
agram technique. We have established a linked cluster theorem derived from
a generalized Wick theorem and then we have derived the expression for the
renormalized propagators, both for normal and anomalous conduction and the
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impurity electrons. The impurity full propagator is expressed via a correla-
tion function Z, (iw).

The special approximation for the correlation function Z,(iw) has been ob-
tained which gives the possibility to close the system of equations and to find
the solution for renormalized function g, (iw). This Matsubara Green’s function
has been continued analytically to obtain the retarded one. Spectral function of
impurity electrons for the symmetric model is obtained, and the structure of reso-
nances and their properties are analyzed. Two of the resonances of this function at
E = +£Fy (Fig. 11), correspond to the energies of quantum transitions of single-
site impurity, and the smooth behavior was found at the energy 2 = 0. The
details of the spectral function renormalization are based on the properties of real
I(E) and imaginary T'(E) parts of function GO (iw), which is the conduction band
electron Green function averaged by the hybridization interaction. The values of
these functions and the values of energies +F, are discussed in Appendix. In
particular, we have shown that going beyond the Hubbard I approximation, some
spectral weight is transferred from the resonances £ = £Fj to energy E = 0.
The peculiarity at £ = 0 is the novel result of our analysis, and although our ap-
proximation does not yet yield the resonance at zero energy, could be relevant to
understand some physical properties of realistic systems, e.g., spin susceptibility,
and the magnetotransport of dilute magnetic alloys or quantum dots.

The thermodynamic potential of a strongly correlated system described by
the Anderson impurity model has been calculated in the normal phase. Within
our diagrammatic technique we first obtained an exact expression for the ther-
modynamic potential as a product of the full propagator G, of the conduction
electrons and its mass operator X, then a Luttinger—Ward-type [48] of identity
based on the stationary property of the potential was established. The expression
for the thermodynamic potential so obtained could be very useful to calculate in
a systematic way all thermodynamic quantities (e.g., specific heat) of strongly
correlated electron systems.

Appendix
SIMPLE EXAMPLES OF DENSITY OF STATE

We can demonstrate some simple examples of the choice of the density
of states and of the corresponding functions I(F) and T'(F). For simplicity
the energy dependence of the matrix element of hybridization V'(¢) is supposed
smooth and can be neglected. One example of density of states has been proposed
in the paper [3]. In this paper the following equations are used:

pol€) = po(0) (1 = (¢/W)?),  |e| < W,
I(e) = po(0)V2(0)[2¢/W + (2/W? — 1) In|(e — W) /(e + W)|,  (A.D)
T(e) = 7V2(e)poe).

31



where 2WW is the conduction band width. For little value of energy we have
I(e) = I'(0)e with
I'(0) = 4po(0)V*(0)/W, (A2)

and for F — oo function I(E) tends to zero as 1/FE. In the case (Al)
equation (62) takes the form (zo = Eo/W):

To — a2/a:0 — bp(xg) =0, (A.3)
where
o(x) =2z4+ (2 = 1)In 1),
x+1|’

a=U/2W; b= p0)VZ/W.

We note that the functions po(e) and I'(e) exist only inside the edges of the
conduction electron band |E| < W whereas the function I(e) and the solution of
equation (A2) can exist also for |E| > W. Therefore we have to find the solution
of (A2) with < 1 and consider the conditions for the values of parameters a
and b compatible with this requirement.

Another simple example of the density of state is one with Lorentzian
shape [16]

po(e) = 2D/(E® + D?), (A4)

with chemical potential placed at the e = 0. This choice has the advantage of not

introducing band edges. It has the parameter D as an effective band width:
I(E) = 27V?(0)E/(E* + D?), As)
['(E) = mpo(0)V2(0) = 27V2(0)/D. )

In this case instead of equation (A3) we have other values of parameters a and b
and other form of function ¢(z):

x—a®/z—bx/(1+2%) =0,

A.6
a=U/2D; b=27V?*0)/D> (A.6)
Equation (A6) has two solutions +x( with
1/2
2o = [\/(1—a2+b)2—|—4a2+a2—|—b—1 V2. (A7)

The value of parameter I’(0) is equal to 27V2(0)/D? = 7V2(0)po(0)/D.
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