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Piecewise Smoothing with Two-Part Polynomial Scheme

The present work enhances a recently proposed method for segmentation and
smoothing noisy data that used an autotracking piecewise reference points based on
cubic model and splines. To overcome the issues with the application of reference
points in approximation tasks a two-part polynomial scheme was elaborated. This
work is a sequel of these results. Its goal is to show that due to the appropriate
localization and assessment of the reference points, the local approximants of the
detected segments can be not only constructed without the use of splines, but their
number can also be decreased. The method is illustrated with real data.

The investigation has been performed at the Laboratory of Information Tech-
nologies, JINR.
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INTRODUCTION

A piecewise approximation is a common way to express complex relation-
ships between variables [1, 2]. Any method of the piecewise approximation has
to answer three base tasks of this approach:

• given the segments' knots how to handle the noisy data Å local smoothing;
• how to guarantee a smooth transition between segments in the shared

points Å global smoothness (in knots);
• how to ˇnd the knots themselves Å knot detection.
In [3] the approach to piecewise smoothing was based on a three-point cubic

model derived from [4]. The suggested method found successfully the knots and
segment approximants for data with moderate errors. Based on the persuasive re-
sults we were convinced that the three-point approach was correct and determined
to enhance the approach for data with noise of any level. So the investigation has
been continuing.

At the beginning a three-point polynomial model was derived [5] leverag-
ing the forward and backward DPT (Discrete Projective Transformation) that use
three reference points. By generalization of DPT ˇrst a two-point transformation
was constructed and then in [6] proposed a general r-point transformation, r � 2.
Based on this transformation, an IZA(p, r) representation (Interpolation Zero Ap-
proximation) of polynomials was derived, where p is the polynomial's degree
and r the number of reference points. This representation, establishing a repara-
metrization by replacing the ˇrst r coefˇcients with r reference points lying on
the polynomial, enabled to propose a general r-point polynomial approximation
model that naturally includes the original three-point model.

However, these results have not solved yet the two main problems of the
reference points based approach to the parametric approximation:

• how to overcome the issue connected with the erroneous ordinates of the
reference points,

• how to ensure smooth transition between the neighboring approximants.
The work [5] overcame this problem using neural networks. In [7] the

proposed method for noisy data using preliminary data smoothing and thinning
partially solved the tasks of the piecewise approximation and the ˇrst problem of
the new reference points based approach. However it used splines to guarantee
smooth transition between approximants that resulted in double number of knots
in some examples.
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A theoretical answer to the two problems of the reference points based ap-
proach within the r-point model is given in [6,8,9], where a two-part R-I scheme
(Regression-Iza) is proposed to build on two, three and any r (� 2) reference
points, respectively. They proved such important properties of the estimates as
consistency [8] and asymptotic normality [6], that were achieved by

• localization of the reference points between the ˇrst ordinary LS R model
and the second IZA I model near their shared point,

• assessment of the second coordinates of the reference points in the I model
using the estimator of the ˇrst R model.

Thanks to these two rules a Cr−1 smoothness with accuracy o(τ) is ensured
in the common point when the model uses r reference points. For given knots
the operability of this quasi smooth idea was demonstrated by an R-I-R-...-R-I-R
scheme that used four and six reference points: two/three on the left and two/three
on the right of the I segments [9].

The present work is a sequel to [7] and the two-part R-I approach. It uses
an R-I-I-...-I scheme with two reference points on the left of every I segment. Its
goal is to show that due to the appropriate localization of the reference points
and assessment of their ordinates using the preceding approximants as described
above, it is possible to grant smooth transitions between the local approximants
even without splines.

1. THE r-POINT SCHEME AND QUASI SMOOTHNESS

The general r-point polynomial model is a 	exible technique: various schemes
built on it can be constructed such as the R-I, R-I-R-...-R-I-R and R-I-I-...-I schemes
with important properties. Here we ˇrst give the formula of the general r-point
polynomial model for any ˇx degree p � r � 2 with r reference points that is
based on the IZA representation (or IZA(p, r) representation) of polynomials [6]
and then a particular form of the two-part scheme with a quasi smooth property
for r = 2.

Theorem 1. IZA Representation of Polynomials. Assume p � r � 2.
Then any polynomial Pp(x) can be expressed based on its any different r points
{[xi, yi], yi = Pp(xi), i = 0, r − 1} as

Pp(x) = Ir−1(x) + Zr(x)Ap−r,r(x)
= Ir−1(x) + wr(x)T · α, (1)

where Ir−1(x) =
r−1∑
i=0

Πi(x)yi is an incomplete interpolating polynomial,

Πi(x) = Π
v∈Vi

x − v

xi − v
, Vi = V \{vi}, V = {x0, x1, . . . , xr−1}, i = 0, r − 1,
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Zr(x) =
r−1

Π
i=0

(x − xi), Ap−r,r(x) = ST · α, α = (ar, ar+1 . . . , ap)T ,

S = (S0,r, S1,r . . . , Sp−r,r)T , S1,r = 1, r � 0, Sj,0 = xj
0, j � 0,

Sj,r = Sj,r−1 + xrSj−1,r, j � 1, r � 1,

wr(x) = (w0,r(x), . . . , wp−r,r(x))T , wj,r(x) = Zr(x)Sj,r .

The general r-point polynomial I model for any ˇx degree p � r � 2 with a
set of r different reference points

R = {[xi, yi], yi = Pp(xi), i = 0, r − 1} (2)

is given by

P̃p(x) = Ir−1(x) + wr(x)T · α + ε.

Hence, e.g., for p = 6, r = 2 we get a model

P̃6(x) = ε +
(x − x1)P6(x0)

x0 − x1
+

(x − x0)P6(x1)

x1 − x0
+ (x − x0)(x − x1) ×

×[a2 + (x + x0 + x1) a3 + +(x2 + (x0 + x1)x + x0
2 + x1(x0 + x1)) a4 +

+(x3 + (x0 + x1)x
2 + (x0

2 + x1(x0 + x1))x + x0
3 + x1(x0

2 + x1(v0 + x1)))a5 +

+(x4 + (x0 + x1)x
3 + (x0

2 + x1(x0 + x1))x
2 + (x0

3 + x1(x0
2 + x1(x0 + x1)))x +

+x0
4 + x1(x0

3 + x1(x0
2 + x1(x0 + x1))))a6].

Models with lower degree are gained easily from it putting zero into the corre-
sponding leading coefˇcients.

The reference points from Pp(x) in (2) are arbitrary. Their location are so
far undeˇned and ordinates are generally unknown or noisy. We deˇne now a
two-part scheme with a quasi smooth transition between its two components due
to a proper selection of the reference points. This approach, its generalization
to many components, will be used for the piecewise approximation in the next
section.

Consider two polynomials Pa(x) and Pb(x) over the intervals [−1, 0] and
[0, 1], respectively, where a = (a0, a1, . . . , ap)T , b = (b0, b1, . . . , bq)T , the de-
grees p, q are ˇnite and p, q � 2. The two-part R-I polynomial scheme is given
by [8, 9, 6]

Ỹ
∗

= X∗ a + ε∗,

Ỹ = IRa + Wβ + ε,

where (r = 2)

Ra = { [xj , Pa(xj)] : xj = −jτ, j = 0, 1 }.
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The model of the ˇrst part is a classical polynomial regression. The model of the
second part corresponds to the second form (1) of the IZA representation of the
polynomial Pb(x) with Ra. The key moment in the two-part scheme is Ra, or
as we will see in a while, Râ in the estimation of β.

It can be shown [8, 6] that due to Ra the quasi smooth/spline conditions

Pa(0) = Pb(0), P
′

a(0) = P
′

b(0) + o(τ)

hold, where τ is a small positive real number, and under the assumptions

â ≡ âM = (X∗T X∗)−1X∗T Ỹ ∗,

Râ = { [xj , Pâ(xj)] : xj = −jτ, j = 0, r − 1 },
β̂N = (W T W )−1W T (Ỹ − Î), Î = IRâ ,

β̂N is consistent and
√

N(β̂N − β) Å asymptotically normal.

2. QUASI SMOOTHNESS AND PIECEWISE APPROXIMATION

We speak about a quasi spline property, quasi smoothness in the presence of
at least two segments Å three knots. Figure 1 depicts the essence of the quasi
smoothness of the R-I-I scheme with two I models over [u1, u2] and [u2, U]: one
reference point is localized in the left knot of the I segment, here in u1 or u2,
and the other at a distance of τ to the left, and the ordinates of both are estimated
using the previous (R and then I ) approximant.

The R-I-I scheme can be easily generalized to an R-I-I-...-I scheme with a
number of I segments. The most crucial thing is that the ˇrst model must not be
an I model to prevent the issue of estimating the reference points' ordinates of the
ˇrst I model. So on the ˇrst I segment the estimation of the reference points is
insured using the R approximant and on the further I segments using the previous
I approximant.

Fig. 1. The R-I-I scheme with r = 2 reference points

An autotracking piecewise approximation method is described in [7] with
a recursive parameter estimation [3]. Here we give concisely the knot detection
algorithm's base steps. The enhanced step is the last one, where the approximants
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based on the thinned smoothed points of the found segments are computed instead
of splines in accordance with the R-I-I-...-I scheme that ensures quasi smooth
transition between the approximants.

Algorithm
Consider M data points {[xi, ỹi], i = 1, M}:
1) Thinning of data by selection N � M points and their ordinates' local

estimation y̌i, i = 1, N using the original M measurements.
2) Detection of K + 1 (< N ) knots using the criterion

|y̌k
n − ŷk

n| < δ, n = 1, Nk, k = 1, K

from the selected and estimated N =
∑K

k=1 Nk−K+1 points {[xi, y̌i], i = 1, N},
where Nk is the count of these points from the kth segment and

ŷk
n = Ik

n + θ̂k
nW k

n , n = 1, Nk, k = 1, K,

θ ≡ a3, θ̂k
0 = 0, θ̂k

n = θ̂k
n−1 + Kk

n(ŷk
n − Ik

n − θ̂k
n−1W

k
n ),

Kk
n = W k

n/
∑n

i=1
(W k

i )2.

We mention that ŷk
1 ≡ ŷk−1

Nk−1
= y̌k

1 for every k and y̌1
1 ≡ y̌1.

3) Construction of K local approximants based on the quasi smooth R-I-I-...-I
scheme and the estimated N selected points.

3. EXAMPLES

In the previous sections we described the essence of the local two-part
R-I scheme and its quasi-smoothness, the scheme's generalization to a global
piecewise R-I-I-...-I scheme and its application for autotracking piecewise ap-
proximation.

To demonstrate the effect of the two-part polynomial scheme on the auto-
tracking piecewise approximation, we consider the real noisy data from [7] with
both equidistant and nonequidistant steps. From the three data sets the ˇrst one
shows the most complex relation. Figures 2Ä4 contain the original data of length
M and their piecewise approximants. The verticals denote the boundary of the
K segments and the squares Å the reference points. We also provide in brackets
the number of segments gained in [7], and the number of the selected and esti-
mated data points denoted by N . In all pictures an IZA model was used for the
I segments with τ = 0.01.

Figure 2 illustrates smoothing data with an equidistant step, the cross sections
for π − p collision [10]. In Figures 3, 4 we give the smoothing results of two
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data sets with nonequidistant step. Figure 3 illustrates the cross sections for np
collision [11] and Fig. 4 Å the concrete resistance ratio.

As we can see, thanks to the enhanced autotracking knot detection the number
of knots was reduced two times in the ˇrst two examples. The quality of the
piecewise approximants are adequate and acceptable in all cases.

Fig. 2. Cross section for π − p collision: M = 277, N = 57, K = 10(20)

Fig. 3. Cross section for np collision: M = 325, N = 40, K = 5(10)

Fig. 4. Concrete resistance ratio: M = 196, N = 18, K = 4(5)

4. DISCUSSION

We have succeeded in solving the above described ˇrst two tasks of the
piecewise approximation within the r-point polynomial model: the quasi smooth
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R-I-I-...-I scheme guarantees both the local and global smoothness. A question
arises: Is it possible within the framework of the r-point polynomial model to
solve the third task of the piecewise approximation, knot selection, too?

Before answering it, let us discuss brie	y the APCA method [3]. Today we
know how to enhance it for noisy data due to the quasy smoothness. When looking
for the next knot in APCA, we held (intuitively and rightly) two reference points
together and on the left, and the third moved (just this, holding two reference
points together and on the left, justiˇes us to leverage the quasi smooth R-I-I-...-I
scheme instead of splines in APCAS [7]). However, after ˇnding the knot, the
reference points for computing the integral estimate were allocated uniformly that
assured in general only continuity but not smoothness. This and the nonadequate
estimate of the reference points' ordinates caused that APCA was not suited for
approximating noisy data.

While the R-I-R-...-R-I-R scheme from [9] enables parallelization (ˇrst com-
pute independently the R approximants and then the I approximants, each of them
based on the two neighboring R approximants), the scheme R-I-I-...-I allows re-
cursive estimation that is necessary for autotracking piecewise approximation. So
we expect that leveraging the quasi smoothness of the two-part polynomial R-I
scheme, laid in the base of the underlying R-I-R-...-R-I-R and R-I-I-...-I schemes
for local approximants, we can enhance the APCA algorithm for knot detection
further to make it applicable straight to noisy data with no preliminary thinning
and smoothing. In regard to the theoretical justiˇcation, there are ideas, which
require further consideration.
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data on the concrete resistance ratio. The work was partially supported by VEGA
Grant 1/4003/07 of M�S SR.
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