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Neutron Noise Analysis Using the Basic Element Method

The full range of noise energy pulses reaches ± 22% under normal conditions of
operation of the IBR-2M reactor (JINR, Dubna). Therefore, slow changes in average
power, caused, for example, by the movement of regulatory bodies, ©drownª in the
noises. But in a number of cases, it is these slow components of the pulse energy
variation, the so-called basic signals (baseline), that are of fundamental importance
for justifying the conditions for safe operation of the reactor. To determine the base-
line in the noises of the IBR-2M the sixth order mean-square piecewise polynomial
approximation (MSPPA-6) was used for the detection of the baseline in the noises of
IBR-2M. The algorithm MSPPA-6 depends on control parameters α, β, M and K ,
the optimal values of which depend on the initial noise parameters. The algorithm
was applied to both the static and the dynamic state of the reactor in the range of
an average power of 30 kW Ä 2 MW. The average processing time of one point on
a PC x86 64 Processor Intel Core i5-4570 Sandy Bridge machine, 3.20 GHz, was
0.05 ms, which allows using the MSPPA-6 algorithm in real time.

The investigation has been performed at the Frank Laboratory of Neutron Physics
and the Laboratory of Information Technologies, JINR.

Preprint of the Joint Institute for Nuclear Research. Dubna, 2018



1. INTRODUCTION

Usually noise is an unwanted phenomenon. Most methods regarding noise
are designed to suppress this factor; however, in some systems, such as nuclear re-
actor, noise, as 	uctuation of the neutron 	ux [1], contains important information.
Both the random nature of neutron processes and the work of external systems
of a reactor (such as the coolant system, the safety system, etc.) are causes of
neutron noise. On this basis the neutron noise can be used for estimating internal
reactor parameters, such as reactivity, cross sections and time constants [1], and
for diagnostic purposes. In the articles [2Ä4] an in	uence of reactor parameters
on neutron noise and the estimation of some kinetic parameters for the IBR-2M
reactor are presented. In all cases the extraction of noise from a recorded signal
becomes a primary task.

In the case of IBR-2M (JINR, Dubna, Russia), neutron noise is represented
by instantaneous changes of the pulse energy relative to its baseline. Casual
changes of the energy of impulses in IBR-2M amount to ± 22 % of the average
value. The baseline of the pulse energy varies itself also during reactor operation,
mostly due to control rods, change in cooling agent 	ow rate (liquid sodium) and
its temperature at core inlet, etc. Extracting neutron noise entails them a pre-
processing part of ˇnding baseline. Due to high computational demand, in order
to allow real-time processing of high precision, a variant of the Basic Element
Method [5Ä8] was adapted to solve this task.

2. THE IBR-2M REACTOR

The IBR-2M pulsed reactor of periodic operation (upgraded version of the
IBR-2 reactor) was commissioned with an average power of 2 MW at the Frank
Laboratory of Neutron Physics in 2012. The reactor generates short neutron
pulses (200 μs at half-width) with a period of 0.2 s and an amplitude of 1830 MW.
In the IBR-2M reactivity pulses are produced by the two reactivity modulators
rotating near the core. The main (MMR) and auxiliary (AMR) movable re	ectors
are coaxially positioned and kinetically connected to one another. The MMR
rotates at a rate of 600 rpm, and the AMR rotates at a rate of 300 rpm. As the
movable re	ectors rotate, they generate periodical reactivity pulses. When the
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Fig. 1. Section of the IBR-2M active core:
(1) emergency protection blocks, (2) com-
pensation block, (3) intermediate control
block, (4) automatic regulator, (5) station-
ary re	ector, (6) movable re	ector case,
(7) grooved water moderators, (8) external
neutron source, (9) main movable re	ec-
tor (MMR), (10) auxiliary movable re	ec-
tor (AMR), (11) 	at water moderator

two re	ectors pass the core simultaneously, a reactivity pulse develops and for a
short time (450 μs) the reactor stops being in a super-critical state with prompt
neutrons. As the re	ectors move away from the reactor core, the reactor becomes
deeply sub-critical. Such a reactivity modulation results in the neutron 	ux
density increasing up to 1017 cm−2 · s−1. The IBR-2M pulse shape is close to a
truncated Gaussian distribution with a half-width at half-maximum of (200± 4) μs
(see Fig. 2).

The reactor core is shaped as an irregular hexahedral prism positioned ver-
tically. Two rotating movable re	ectors pass beside one of the prism faces.
Stationary re	ectors, used for emergency protection (EP) and control of the re-
actor, adjoin ˇve other faces. The schematic representation of a cross section of
the IBR-2M is shown in Fig. 1. The active core comprises 69 fuel assemblies

Fig. 2. a) IBR-2M: (1) reactor vessel, (2) active core, (3) main movable re	ector (MMR),
(4) auxiliary movable re	ector (AMR), (5) grooved water moderators, (6) stationary re-
	ector. b) Power pulse shape of the IBR-2M reactor
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with plutonium dioxide as the reactor fuel. The active length of fuel assemblies
is 444 mm. The reactor coolant is liquid sodium with a circulation activated by
electromagnetic pumps.

There are four water moderators which serve to thermalize fast neutrons
down to a thermal energy level. The IBR-2M serves 14 channels used for
research in different ˇelds of science, such as the physics of nano-systems, the
dynamics of materials and investigation of their structure, molecular biology and
pharmacology, investigation of the structure of rock and minerals, engineering
diagnostics, etc. All the experimental equipment is based on the time-of-	ight
method.

3. DATA ACQUISITION

The source data are represented as an array of consecutive pulse energy val-
ues registered during reactor operation. The acquisition frequency corresponded
to a succession of power pulse frequencies, which is equal to 5 Hz. The magni-
tude registered is proportional to the charge emitted in ˇssion ionization chambers
during the action of a power pulse. To exclude errors due to the detector shielding
in the process of motion of the regulating elements in the power measurement
process, data have been averaged from the measured indications of three inde-
pendent detectors located around the core (see Fig. 3).

The gauge to the absolute power was carried out according to the heat release
calibration measurements in the core. Data acquisition was realized by means of
the reactor parameter measurement system. The time interval for approximation
was chosen from the criterion of containing the dynamic reactor state (here, a rise
of power) and the stationary reactor state at a power of 2 MW.

Fig. 3. Location of the ˇssion ionization chambers: (1) 5th beam, 115 cm from the core
center, (2) 8th beam, 119 cm from the core center, (3) 13th beam, 116 cm from the core
center
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4. THE BASIC ELEMENT METHOD (BEM)

The essence of the BEM is the representation of the polynomial Pn(x) =
n∑

i=0

ai xi in a form of decomposition by four basic elements: w1, w2, w3 (quadratic

parabolas) and Q (a cubic parabola) [5]. The basic elements depend on the
control parameters x0, α = xα − x0 and β = xβ − x0, where xα, x0, xβ are
the beginning, middle and end of the interval, respectively (the three point grid).
These parameters relate to the independent variable τ = x − x0, where x is the
current position, by a special cross-ratio rule [ξ1ξ2ξ3ξ4] = [13]/[23] : [34]/[14],
[ij] = ξj − ξi, ξj �= ξi.

For the quadruple [ταβ0] with a ˇxed ˇrst point τ , this rule generates three
fractional-rational functions w1, w2, w3 with respect to the parameters α, β and τ
(quadratic functions relative to τ ):

w1 =
−τ(τ − β)

αγ
, w2 =

−τ(τ − α)
βγ

,

w3 =
(τ − α)(τ − β)

αβ
,

3∑
i=1

wi = 1, γ = β − α.

The fourth element Q is a zeroing cubic parabola [7]:

Q = αβτw3 = τ(τ − α)(τ − β), αβγ �= 0, αβ < 0, τ, α, β ∈ R.

The BEM-polynomial is built on the three-point grid Δαβ
3 : α < 0 < β by

the transformation of the polynomial Pn(x; c) =
n∑

j=0

ci(x − x0)i into a new

form [5, 7, 8]:

Pn↓m =
m∑

j=0

QjwT rj

or in the form of basis functions, as components of vectors bj = [b1j , b2j , b3j ]T :

Pn↓m =
m∑

j=0

bT
j rj =

m∑
j=0

3∑
i=1

Qjwirij , b0 = w, m = �n/3� .

The basis functions bij = Qjwi, i = 0, 3, j = 0, m are the polynomials of degree

3j+2 with respect to τ and they have zeros at the nodes of the grid Δαβ
3 (Fig. 4, a).

The coefˇcients rj = [rαj , rβj , r0j ]T depend on α, β and P
(j)
n (xν ; c), j = 0, m,

ν = α, β, 0. In Fig. 4, b, a geometrical interpretation for the BEM model of the
5th degree polynomial is given (m = 1).
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Fig. 4. The basis functions (a) and geometrical interpretation of BEM-polynomial
P5↓1(x, α, β) (b)

We use a mean-squares piecewise polynomial approximation of the sixth
order (MSPPA-6) to smooth the data from the IBR-2M on given interval [a, b]
(a global grid). When using BEM-polynomials for data smoothing, the solution
is optimized (I) by using control parameters that affect the stability and accuracy
of calculations, and (II) by reducing the order of the derivatives in comparison
with the degree of the approximating polynomial in the calculation of rνj , where
ν = α, β, 0 and j = 1, m [6]. Increasing the degree of the polynomial reduces
the number of nodes of the global grid and improves the smoothness and quality
of the approximation.

In this work the mean-squares piecewise polynomial approximation is based
on the ˇfth degree BEM-polynomials. The MSPPA-6 algorithm is fulˇlled in
four stages.

1. An interval [a, b] and the entire data set S̃ are divided into equal segments
[a, b] =

⋃
K
k=1[xαk

, xβk
] and {S̃i}N

i=1 =
⋃

K
k=1{S̃k

l }
Nk

l=1, where Nk = �N/K�,
provided that xβk−1 ≡ xαk

. The approximation function is found as the BEM-
polynomial P5↓1(x) = wT f + bT r at βk = −α

k
. In this case basis functions do

not change for k = 1, K. Vector f is ˇxed and r is free [7].

2. Calculation of f̂k = [f̄αk
, f̄βk

, f̄0k
]T by 2M +1 nearest to the nodes of the

grid Δαβ
3 neighboring coordinates and data transformation S̃k

i
f̂k−→ ũk

i , where k
is the index of the segment:

f̄νk
=

1
2M + 1

M∑
l=−M

S̃k
l , ũk

i = S̃k
i − bT

0 f̂k,

i = 1, Nk, fν = f(ν), ν = α, β, 0.
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3. Calculation of r̂k applying the least-squares criterion

Nk∑
i=Nk−1+1

[ũk
i − bT

k (τi)rk]2 → min
rk

, τi ∈ [αk, βk],

r̂k = [BT B]−1BTuk, bk ≡ b = [b1, b2, b3]T ,

where uk = [uk
1 , uk

2 , . . . , u
k
Nk

]T and [BT B]−1 is the normal matrix 3 × 3 for the
kth segment:

[BT B]−1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

∑
j=1..Nk

b2
1j

∑
j=1..Nk

b1j b2j

∑
j=1..Nk

b1j b3j

∑
j=1..Nk

b2j b1j

∑
j=1..Nk

b2
2j

∑
j=1..Nk

b2j b3j

∑
j=1..Nk

b3j b1j

∑
j=1..Nk

b3j b2j

∑
j=1..Nk

b2
3j

⎤
⎥⎥⎥⎥⎥⎥⎦

.

4. Computation of the estimate Ŝk(x), according to the recovery formula

Ŝk(x) = bT
0 f̂k + bT r̂k, k = 1, K,

where

b0 =
[
−τ(τ − β)

αγ
,

τ(τ − α)
γβ

,
(τ − α)(τ − β)

αβ

]T

,

b =
[
−τ2 (τ − α)(τ − β)2

αγ
,

τ2 (τ − α)2(τ − β)
γβ

,
τ (τ − α)2(τ − β)2

αβ

]T

.

Tests of the BEM approximation algorithm are presented in [5Ä8].

5. APPLICATIONS AND DISCUSSION

According to the MSPPA-6 algorithm presented there are two control para-
meters: K is the number of segments, and M is the number of samples (2M +1)
for the calculated components of vectors f̂k. The results of variation of these pa-
rameters are shown in Figs. 5 and 6. In Fig. 5 the approximating curves of linear
pulse energy increasing with some steps with different values of K and the same
2M + 1 are shown. In Fig. 6 the parameter K was ˇxed and 2M + 1 was varied.

For IBR-2M the full oscillation of pulse energy can be divided into two
sets: slow changes and quick changes or noise. In Fig. 5 we can see that the
parameter K is responsible for sensitivity of the method to changes.

Depending on the number of segments (K), the approximating curve can
involve only a main trend (yellow line, Fig. 5) or include slow changes as well
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Fig. 5. Approximating curve as a function
of the number of segments: gray Å pulse
power, yellow Å K = 13, 2M +1 = 201,
blue Å K = 1344, 2M + 1 = 201 for
regular increase of power of the IBR-2M

Fig. 6. Approximating curve as a function
of 2M + 1, K = 335: gray Å pulse
power, blue Å 2M +1 = 9, red Å 2M +
1 = 51, yellow Å 2M + 1 = 201

(blue line, Fig. 5). The second set of parameters M , α and β (see section 3)
is responsible for sensitivity of the method to the level of noise. It should
be mentioned, beginning with 2M + 1 = 51, there is no big difference between
approximating curves with the same K Å the maximal deviation is 1.5% (Fig. 6).

As was said above, increasing the number of segments allows revealing
changes of the pulse energy induced by a slowly varying source, but if the
number of segments is too high, the noise is let through the baseline. Revealing
the most suitable K is a critical issue.

It was mentioned earlier that the baseline has to contain impacts of control
rods on the oscillation of the reactor power. For IBR-2M the main source of
slow changes of the pulse energy is the automatic regulator (AR), which is used
for automatic level control. Therefore, an assessment criterion for choosing the
parameter K is the presence of pulse energy changes induced by shifts of the AR
position. Since the baseline only involves low frequencies we can estimate the
optimal parameter K by varying the contribution of the low-frequency component
of the reactor noise (0Ä2.5 Hz) to the total noise:

D0−0.25

D
=

0.25∫
0

S(f) df

2.5∫
0

S(f) df

,

where S is the spectral density of the reactor noise and D its integral over
speciˇc ranges. Figure 8 shows this ratio (curve 1) together with its derivative
d(D0−0.25/D)/dK for the same 240Ä320 min time period also shown in Figs. 5
and 7. For small K there is a gradual decrease in very low frequencies, as the
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Fig. 7. Different approximating curves and positions of the automatic regulator (bottom),
2M + 1 = 201

baseline is taken out. After a while, in the K = 700−900 region, the impact
of K diminishes and we interpret this as an exhaustion of the potential K on the
data. The optimal K can be found in this region by

d(D0−0.25/D)/dK = 0.

K , the number of segments, effectively models a polynomial order, hence its
further increase is equivalent to ˇtting a higher order polynomial. Higher order
polynomials can be Taylor-series like, or Fourier-series like. Effectively, reaching
higher orders means including Fourier components (of the noise) without declar-
ing them. However, the acception of baseline is more Taylor-series in nature
(quadratic, cubic, etc.). Therefore, we attribute the further decrease of the ratio
seen in Fig. 8 to baseline over-modeling (to include Fourier components) and
claim that d(D0−0.25/D)/dK = 0 serves an optimal value for K .

The maximum of (D0−0.25/D)′ corresponds to the optimal value of the
parameter K (K = 802). But the area of the maximum is quite 	at; therefore, we
can say that the optimum of the parameter K ranges from 700 to 900 segments.
A lower number of segments leaves the baseline component in the noise spectrum,
while an increase in the number of segments above the optimal value involves
cutting low noise frequencies together with frequencies of the baseline. The
analysis of other intervals of the signal (data) resulted in the same value.

The result of baseline extraction is presented in Figs. 9 and 10: the spectral
density of initial data (signal) and of the reactor noise (Fig. 9), and the spectral
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Fig. 8. Dependence of the contribution of the low-frequency component of reactor noise,
D0−0.25/D (1), and of the rate of its change, d(D0−0.25/D)/dK (2), on the parameter K.
The highlighted area indicates the optimal values of the parameter K

Fig. 9. Spectral density of initial data (signal) (a) and of reactor noise (b)

Fig. 10. Spectral density of initial data (signal) (a) and of the baseline K = 802, 2M +1 =
201 (b) in the range of 0Ä0.1 Hz
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Fig. 11. Spectral density of the baseline (K = 802, 2M + 1 = 201) in the range of
0Ä0.5 mHz

density of initial data (signal) and the baseline K = 802, 2M + 1 = 201 in the
range of 0Ä0.1 Hz (Fig. 10).

The peak very close to zero is zoomed on in Fig. 11 Å processed with an
in-house oversampling FFT method using Fourier-space apodization (algorithms
F2 and F4 in Fig. 11). It can be seen how these algorithms reduce the Cooley-
Tukey tails (and ripples from the Gibbs satellites), giving good estimates in the
integrals of the spectrum.

6. CONCLUSIONS

The MSPPA-6 algorithm for neutron noise baseline detection, based on the
Basic Element Method, has been presented. The algorithm was applied to both
static and dynamic states of the reactor within a power range of 30 kW to
2 MW. The algorithm depends on two control parameters, K and 2M + 1. Their
optimal values were determined so that the baseline (mostly due to control-rods
activity) does not pass into the noise spectrum, nor it contains the lower frequency
components of the noise spectrum. The MSPPA algorithm is a 	ash-algorithm
due to its analyticity. The average run-time is approximately 0.05 ms/point on
x86 64 Intel Core i5-4570 Sandy Bridge machine at 3.20 GHz.

BEM-polynomials applied to a batch of data from the IBR-2M reactor re-
vealed their usefulness in the analysis of slow trends. This is very important, as
degradation in systems is a slow-trend process.
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